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Fast Assessment Method for Minimum Demand 
Inertia in Power Systems

Qili Ding, Xinggan Zhang, Zifeng Li, Xiangxu Wang, and Weidong Li

Abstract——The existing minimum demand inertia (MDI) as‐
sessment methods based on time-domain simulation of system 
frequency response are complex in modeling and time-consum‐
ing in computation. If incorporating the load-side resources, it 
will lead to further computation inefficiency. This paper propos‐
es a fast assessment method (FAM) for MDI in power systems. 
A full-response analytical model (FRAM) of a multi-resource 
system considering the load-side inertia is developed. The ana‐
lytical expression of the mapping relationship between the maxi‐
mum frequency deviation and system inertia is derived, thus re‐
alizing the fast solution of the system MDI under frequency se‐
curity constraints. Case studies based on the modified IEEE 
RTS-79 test system and a provincial power grid in China dem‐
onstrate that the proposed FAM can solve the MDI in millisec‐
onds without being affected by the system scale while maintain‐
ing high accuracy. This can provide an accurate and rapid ana‐
lytical tool for sensing inertia security boundary in grid inertia 
resource planning and operation scheduling.

Index Terms——Fast assessment method (FAM), inertia estima‐
tion, minimum demand inertia (MDI), security boundary, load-
side resource, time-domain simulation, frequency response.

NOMENCLATURE

αG (t), βG (t) Time representation coefficient and its inte‐
gral of conventional unit

αa (t), βa (t) Time representation coefficient and its inte‐
gral of grid-following inverter-based resource 
(GFL-IBR)

αb (t), βb (t) Time representation coefficient and its inte‐
gral of grid-forming inverter-based resource 
(GFM-IBR)

Dω Change in angular velocity of system
ε(t), δ(t) Step function and impulse function

bg, cg Constants of gas turbine unit (GTU) valve 
positioner

f, Df System frequency and its deviation

Dfmax The maximum frequency deviation

FH Power ratio coefficient of high-pressure tur‐
bine

Ham Inertia time constant of induction motor (IM)
HGFM Virtual inertia coefficient of GFM-IBR
Hmin The minimum demand inertia
Hs, Ds System inertia constant and damping coeffi‐

cient of each type of resource
Him, Rim Inertia constant and modulation coefficient 

of unit m in the ith type of resource
i, m Indices of type of resources and units
I1, I2, I3 Frequency response coefficients of IM
Im Parameter to be aggregated for inverter-

based resource (IBR) m
knewm Equivalent gain parameter of IBR m
K, T Fitted parameters for conventional unit
Ka, Ta Fitted parameters for GFL-IBR
Kb, Tb Fitted parameters for IM
KG, KH, KT Capacity proportion coefficients for GTU, 

hydro power unit (HPU), and thermal power 
unit (TPU)

KGFM, KGFL Capacity proportion coefficients for GFM-
IBR and GFL-IBR

Kim Capacity ratio of unit m in the ith type of re‐
source

KM Capacity proportion coefficient of IM
KVI, RVI Virtual inertia coefficient and virtual sag co‐

efficient for GFL-IBR
L Number of resource types
NG, NH, NT Total numbers of GTUs, HPUs, and TPUs
Ni Number of units in the ith type of resource
Nnew, NM Total numbers of IBRs and IMs
DPL Load-shedding power
DPe Electromagnetic power increment
DPG Active output increment of conventional unit
DPg Difference between mechanical power and 

load power
DPM, DPN Active output increments of IM and GFL-

IBR
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RG, RH, RT Modulation coefficients of GTU, HPU, and 
TPU

RGFM, HGFM Virtual modulation coefficient and virtual iner‐
tia coefficient of GFM-IBR

s Complex variable in Laplace transformation
tn Time to the maximum frequency deviation
t0 Moment of load-side power support
TC Time constant of steam turbine
TCD Time constant of compressor discharge vol‐

ume
TCR Time constant of combustion reaction delay
TD, TGFM Response time of constants of GFL-IBR and 

GFM-IBR
TF Time constant of GTU fuel
TG Time constant of gas capacity
TR Time constant of reheater
TRH Transient droop time constant of HPU gover‐

nor
TRS Reset time constant of HPU governor
TW Time constant of water hammer effect
Ty Response time constant of contactor
Xg Lead time constant of GTU governor
Yg Lag time constant of GTU governor

I. INTRODUCTION 

THE power system inertia is crucial for maintaining sys‐
tem frequency stability. Excessively low inertia results 

in inadequate system anti-disturbance capability, seriously 
threatening the secure and stable operation of power grids 
[1]. Specifically, insufficient inertia may cause two critical is‐
sues. First, the system disturbances can trigger excessive rate 
of change of frequency (RoCoF), which risks tripping distrib‐
uted generation units and damaging synchronous machines 
[2]. Second, the critically low inertia accelerates the occur‐
rence and amplifies the magnitude of the maximum frequen‐
cy deviation (MFD), potentially leading to grid frequency 
collapse before frequency regulation mechanisms are activat‐
ed [3]. Insufficient system inertia may directly trigger rapid 
deterioration of both RoCoF and MFD following grid distur‐
bances, ultimately culminating in frequency collapse acci‐
dents such as the UK’s “8.9” blackout [4] and South Austra‐
lia’s “9.28” blackout [5].

With the accelerated construction of modern power sys‐
tems, the proportion of renewable energy sources such as 
wind power, photovoltaic (PV) generation, and energy stor‐
age is increasing. At the same time, traditional synchronous 
units are gradually replaced, resulting in a continuously de‐
creasing trend of system synchronous inertia [6]. ENTSO-E 
and WECC have predicted that the grid inertia will be fur‐
ther reduced in the future and the power system will exhibit 
significant low-inertia characteristics [7], [8]. Consequently, 
the frequency stability situation of the power system is be‐
coming increasingly severe, with the risk of frequency insta‐
bility continuing to escalate. Therefore, the accurate assess‐
ment of inertia level and inertia demand in power systems 

has become critical in grid operation and planning.
The minimum demand inertia (MDI) assessment consti‐

tutes an essential component of system operational analysis. 
It can provide the fundamental basis for sensing the inertia 
security boundary during the planning, allocation, and opera‐
tional scheduling of grid inertia resources. This ensures that 
the system maintains adequate anti-disturbance capability to 
reduce the frequency instability risks following system distur‐
bances, thus guaranteeing the system operational security.

The system MDI represents the minimum required inertia 
level that must be maintained during anticipated disturbances 
to ensure that all frequency dynamic indicators remain with‐
in  the predefined frequency security constraints. Regarding 
the MDI assessment, some relevant studies have been car‐
ried out. References [9] and [10] propose an MDI assess‐
ment method considering RoCoF constraints, where the MDI 
is calculated from the disturbance power and RoCoF con‐
straints. These RoCoF-based methods fail to account for 
MFD constraints, which may lead to a deviation of the as‐
sessment results from reality. Reference [11] considers the 
synchronous inertia constraint in economic dispatch, where 
the system MDI under the dual constraints of RoCoF and 
MFD is derived by iterative simulation. References [12] and 
[13] iteratively solve the system MDI under the frequency 
dynamic constraints based on the frequency response simula‐
tion model (FRSM). Reference [14] optimally solves the sys‐
tem MDI under the dual frequency constraints based on the 
improved grey wolf optimization (GWO) algorithm. Refer‐
ence [15] further considers the impact of frequency spatial 
distribution on MDI assessment in the optimization model. 
Such methods based on the iterative simulation and optimiza‐
tion need to track the frequency security constraints by simu‐
lation or numerical integration to ensure high computational 
accuracy, and thus may reduce their computational efficien‐
cy. References [16] and [17] directly solve the power system 
MDI under the MFD constraints based on the reduced analyt‐
ical frequency response model, which is efficient in computa‐
tion, although the linearized approximation process may lead 
to reduction in its computational accuracy. Table I compares 
different studies on MDI assessment. Current research on 
MDI assessment primarily focuses on RoCoF and MFD as 
key constraints, employing the system FRSM or reduced ana‐
lytical frequency response model to solve system MDI under 
dual constraints. These established methods provide substan‐
tial theoretical foundations for power system MDI assess‐
ment.

However, with the increasing computational efficiency re‐
quirements in system operation and management, coupled 
with the growing integration of load-side resources, the exist‐
ing MDI assessment methods face problems in two aspects.

1) The diversity and scale of frequency regulation resourc‐
es in modern power grids lead to high-order, strongly cou‐
pled, and nonlinear characteristics in system FRSM. Conse‐
quently, the FRSM-based MDI assessment methods suffer 
from complex model construction and computational ineffi‐
ciency, failing to meet escalating computational efficiency re‐
quirements. Moreover, these complex system characteristics 
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hinder the accurate analytical expression of frequency re‐
sponses, rendering existing analytical model-based MDI as‐
sessment methods unable to meet the computational accura‐
cy requirements.

2) Most existing MDI assessment methods neglect the in‐
ertia capacity of load-side resources, resulting in deviations 
of the assessment results from actual values, thus posing po‐
tential security risks [18], [19]. The consideration of massive 
and distributed load-side resources with heterogeneous char‐

acteristics would significantly increase model complexity in 
FRSM-based MDI assessment, further degrading computa‐
tional efficiency. Existing analytical model-based MDI as‐
sessment methods would also experience additional accuracy 
deterioration. For large-scale power systems with numerous 
operational scenarios, these limitations render existing MDI 
assessment methods inadequate for meeting the fast and ac‐
curate computational requirements for grid operation manage‐
ment and real-time control.

To address these problems, this paper proposes a fast as‐
sessment method (FAM) for MDI considering the inertia 
support capacity from multiple types of regulation resourc‐
es. The full-response analytical model (FRAM) of MFD is 
established based on the superposition theorem. Then, the 
fast solution of the system MDI is realized by the analytical 
expression of the mapping relationship between the MFD 
and system inertia. Compared with existing MDI assess‐
ment methods, the main contributions of this paper are as 
follows.

1) The proposed FAM can achieve millisecond-level com‐
putation speeds regardless of system scale. While maintain‐
ing the high solution accuracy, the proposed FAM signifi‐
cantly enhances the solving efficiency of MDI, thereby pro‐
viding a faster and more accurate basis for sensing grid iner‐
tia security boundary in resource planning and allocation.

2) The proposed FAM effectively considers the impact of 
load-side resources, such as EIL and IM, on MDI assess‐
ment, yielding results that better match actual grid condi‐
tions than existing MDI assessment methods. Moreover, it 
avoids constructing complex simulation models by using 
straightforward solution steps that are easy to implement, 
making it more suitable for practical engineering applica‐
tions.

3) An FRAM of the multi-resource system is developed, 
which accounts for secondary disturbances (caused by load-
side power support). This model enables the fast calculation 
of MFD and the analytical expression of MFD constraints in 
MDI assessment.

The remainder of this paper is organized as follows. The 
FRAM of the multi-resource system is developed in Section 
II. The proposed FAM for MDI is presented in Section III. 
Case studies and simulation results are presented in Section 
IV. Conclusions are drawn in Section V.

II. CONSTRUCTION OF FRAM OF MULTI-SOURCE SYSTEM

A. Analysis of Frequency Dynamic Constraints

The MDI represents the minimum inertia required by the 
system to ensure that the RoCoF and MFD do not exceed 
their specified constraints, i. e., Roflim and Dflim, respectively, 
under the anticipated disturbance DPd. Therefore, if the map‐
ping relationship among MDI, Roflim, and Dflim can be found 
and an explicit analytical expression can be derived, the di‐
rect and fast assessment of MDI can be realized by solving 
the equations.

The frequency characteristics of the system can be ex‐
pressed by the equivalent rotor motion equation [20] as:

2Hs

df
dt

+DsDf =DPd (1)

If the system load damping is neglected, the RoCoF de‐
pends solely on the disturbance power and system inertia. In 
low-inertia systems, the system RoCoF reaches its maximum 
at the instant of disturbance. Therefore, under the RoCoF 
constraint, the system MDI can be solved analytically [13] 
as:

Hmin =DPd /(2 ×Roflim ) (2)

Regarding the MFD constraint, the system MFD depends 
on the disturbance magnitude and system inertia, and is also 
closely related to the primary frequency regulation capability 
of system. To realize the fast assessment of system MDI un‐
der the MFD constraint, it is necessary to establish an analyt‐
ical frequency response model to obtain the explicit analyti‐
cal expression between the MFD and system inertia. This ex‐
plicit relationship can be expressed using function f (·) as:

Dfmax = f (DPdHs ) (3)

Based on this explicit analytical expression, the system 
MDI under the MFD constraint can be solved using the in‐
verse function of f (·), i.e., g(·).

TABLE Ⅰ
COMPARISON OF DIFFERENT STUDIES ON MDI ASSESSMENT

Reference

[9], [10]

[11], [13]

[12]

[14], [15]

[16]

[17]

This paper

Solving method

Based on rotor motion equation

Based on iterative simulation

Based on iterative simulation

Based on optimization

Based on reduced analytical model

Based on reduced analytical model

Based on FRSM

Considered load-side resource

None

None

Induction motor (IM)

None

None

Emergency interruptible load (EIL)

IM and EIL

Efficiency and computational accuracy

Efficient but neglecting MFD constraints

Inefficient but with relatively high accuracy

Inefficient but with relatively high accuracy

Inefficient but with relatively high accuracy

Efficient but with relatively low accuracy

Efficient but with relatively low accuracy

Efficient while ensuring high accuracy

Form of frequency 
security constraint

Analytical expression

Tracking by simulation

Tracking by simulation

Numerical integration

Analytical expression

Analytical expression

Analytical expression
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Hmin = g(DPdDflim ) (4)

Based on the analysis of frequency dynamic constraints, it 
is evident that the key to the fast assessment of system MDI 
lies in establishing an analytical frequency response model 
to achieve the analytical expression of MFD.

It should be noted that the MDI solved in this paper is ori‐
ented to the system as a whole. Therefore, the spatial distri‐
bution of frequency is neglected, and the frequency of the 
center of inertia (CoI) is utilized for modeling and calcula‐
tion [21], [22].

B. Construction of Aggregated Model

To address the high-order and nonlinear characteristics of 
the FRSM, the response models of each type of resource 
need to be aggregated to reduce the order of FRSM. At the 
same time, considering that each type of resource should 
maintain sufficient reserve capacity to participate in the fre‐
quency response [23], the power constraint module is ig‐
nored in this paper.
1)　Aggregation of Conventional Units

Conventional units primarily include thermal power units 
(TPUs), hydro power units (HPUs), and gas turbine units 
(GTUs), whose frequency response characteristics are shown 
in Fig. 1 [24], [25].

To reduce the order of FRSM, multiple units of the same 
type are aggregated into one equivalent unit. Taking HPU as 
an example, the governor parameter YÎ{TWTyTRSTRH } 
can be aggregated based on the principle of branch standard‐
ized gain aggregation [26]:

Y =∑
m = 1

NH

Ym KHm ( )RHm∑
m = 1

NH

KHm RHm (5)

Similarly, multiple TPUs and GTUs can be aggregated in‐
to equivalent single units. Based on the principle of branch 
standardized gain aggregation, let XÎ{TGTCFHTR } and 
ZÎ {cgbgXgYgTCRTFTCD }, and then we have:

X =∑
m = 1

NT

Xm KTm ( )RTm∑
m = 1

NT

KTm RTm (6)

Z =∑
m = 1

NG

Zm KGm ( )RGm∑
m = 1

NG

KGm RGm (7)

2)　Aggregation of Renewable Energy Units
In modern power systems, renewable energy units such as 

wind turbine (WT) unit, PV unit, and energy storage unit 
can provide inertia and primary frequency regulation capabil‐
ity to the grid through inverter-based devices with control 
logic [27]. Although these inverter-based resources (IBRs) 
operate in different generation modes, the essence of their 
participation in the frequency response process remains the 
same. Depending on the grid-connection modes and control 
strategies, IBRs can be categorized into grid-following IBR 
(GFL-IBR) and grid-forming IBR (GFM-IBR) [28].

GFM-IBR can not only simulate the external characteris‐
tics of the synchronous machine through the virtual synchro‐
nous generator (VSG) control [29], but also actively estab‐
lish frequency and have grid-forming ability, making it 
equivalent to a synchronous unit. GFL-IBR participates in 
frequency regulation through virtual inertia control and virtu‐
al droop control, with a certain time delay in its control re‐
sponse. The frequency response model of IBRs is illustrated 
in Fig. 2 [30], [31], where GFL-IBR lacks grid-forming ca‐
pability, so its inertia cannot be directly equivalent to the 
overall system inertia; and GFM-IBR can be equivalent to a 
synchronous unit, and its inertia is directly incorporated into 
the system inertia.

For renewable energy units, whether GFM-IBR or GFL-
IBR, the branch standardized gain aggregation can be used 
to aggregate multiple units into equivalent single units. Let 
IÎ{TGFMKVIRVITD }, then:

I =∑
m = 1

Nnew

Imknewm ∑
m = 1

Nnew

knewm (8)

where knewm =KGFMm/RGFMm or knewm =KGFLm/RVIm.
3)　Aggregation of Load-side Resources

Representative load-side resources with inertia and prima‐
ry frequency regulation capability mainly include IM and 
flexible controllable loads. The rotor of IM is electromechan‐
ically coupled to the grid and can spontaneously respond to 
system disturbances by releasing the kinetic energy of the ro‐
tor, thus providing inertia support. The frequency response 
model of IM is shown in Fig. 3, and the related parameters 
can be referred to [18].

The frequency response transfer function of IM can be ex‐
pressed as:

GM (s)=
DPe

Dω
=

I1 s + I2

2Ham s + I3
(9)

Let MÎ{HamI1I2I3 }, then:

1+sTCD

1
1+sTF

1+sTCR
1+sTYg

1+sXg

cg+sTbg

1
RG,m

1KG,m

1+sTC

1
1+sTG

1
1+sTR

1+sFHTRKT,m

1
1+sTRH

1+sTRS
1+sTy

1
1+0.5sTW

1�sTWKH,m

ΔPG,m Δf

Δf

Δf

ΔPG,m

RH,m

1
RT,m

ΔPG,m

GTU m (m=1, 2, …, NG)

HPU m (m=1, 2, …, NH)

TPU m (m=1, 2, …, NT)

Fig. 1.　Frequency response model of conventional units.

1+sTGFM,m

1KGFM,m RGFM,m

1

KVI,ms+ 1+sTD,m

1KGFL,m

GFM-IBR m (m=1, 2, …, Nnew)

GFL-IBR m (m=1, 2, …, Nnew)

2HGFM,ms
1ΔPd

Δf

Δf
ΔPN,m

�
�

+

1
RVI,m

Fig. 2.　Frequency response model of IBRs.
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M =∑
m = 1

NM ( )Mm KMm ∑
m = 1

NM

KMm (10)

For flexible controllable loads, the mature load response 
strategy currently applied is mainly the active load-shedding 
control for EIL. This strategy actively cuts a certain amount 
of load to compensate for the system power deficit when the 
frequency drops, thereby maintaining system frequency sta‐
bility [32], [33]. The response characteristics of active load-
shedding mainly depend on the auxiliary service agreement 
between the grid and EIL provider and the load-shedding 
control strategy. The EIL considered in this paper employs 
the event-triggered control with a response delay to imple‐
ment active load-shedding. The control logic is: after receiv‐
ing a control command, the EIL sheds a load of DPL after a 
response delay of t0.
4)　Construction of Multi-resource Aggregated Frequency Re‐
sponse Model (AFRM)

After aggregating the parameters of each type of regula‐
tion resource, the multi-resource AFRM can be established, 
as shown in Fig. 4.

The system inertia constant Hs and the modulation coeffi‐
cients Ri of each type of resource after aggregation are calcu‐
lated as:

Hs =∑
i = 1

L ∑
m = 1

Ni

Kim Him (11)

1
Ri

=∑
m = 1

Ni Kim

Rim
(12)

For GFL-IBR, its inertia constant HGFL is 0. For IM, its in‐
ertia constant HIM is 0, and its modulation coefficient RIM 
is 1.

C. Response Characteristic Fitting and Model Decoupling

1)　Response Characteristic Fitting
In the AFRM, the transfer function of response characteris‐

tics for conventional units remains of high order. Their re‐
sponse characteristics can be fitted into a first-order inertia 
element and the fitting parameters can be obtained through 
the least-squares method [34]. The power-frequency charac‐
teristic in the complex frequency domain is expressed as:

DPGi =
-Ki

1 + Ti s
Df (13)

The response characteristic of GFM-IBR is a first-order in‐
ertia element, which can be regarded as a class of synchro‐
nous units. Equation (13) can also be applied to characterize 
the GFM-IBR, where its power-frequency static characteris‐
tic coefficient is given by Ki =KGFM/RGFM.

For GFL-IBR, its power-frequency characteristic can be 
derived from Fig. 2 as:

DPN =
-Ka

1 + Ta s
Df -KN FNDf (14)

where KN =KGFL; FN =KVI/TD; Ka =KN (1/RVI -FN ); and Ta =
TD.

For IM, its power-frequency characteristic can be obtained 
by further derivation of (9):

DPM =
-Kb

1 + Tb s
Df -KM FMDf (15)

where FM = 0.5I1 /Ham; Kb =KM (I2 /I3 -FM ); and Tb = 2Ham/I3.
2)　Model Decoupling

The difficulty in the analytical expression for frequency 
deviation lies in the coupling between frequency and power 
in the FRSM. In this paper, the decoupling of frequency and 
power is achieved by inputting a simulated frequency devia‐
tion curve, resulting in the low-order open-loop AFRM, as 
shown in Fig. 5.

The closer the simulated frequency deviation curve is to 
the actual one, the smaller the calculation error. When the 
system is disturbed and triggers power support from load-
side resources such as EIL, the system frequency response 
will experience a secondary power shock, resulting in a sud‐
den change as illustrated in Fig. 6. This paper adopts the 
composite function proposed in [35] to simulate the frequen‐
cy deviation curve, which can more accurately simulate the 
actual frequency deviation curve compared with the initial 
frequency tangent proposed in [34]. Additionally, the expres‐
sion of the composite function is relatively simple, facilitat‐
ing the subsequent analytical derivation and fast solution.

The time-domain expression of the simulated frequency 
deviation curve is [35]:

Df (t)=-ate-bt (16)

+

+
�

Kmw1

Kes
 ωr0

ω0
2

Kms
+

2Hms
1

++ + KM,m

2Hams+I3

I1s+I2

IM m

Δω ΔPe

+ +
ω0

Fig. 3.　Frequency response model of IM.
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1
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Fig. 4.　Multi-resource AFRM.
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Since the frequency deviation curve must pass through the 
frequency nadir (tnDfmax) and RoCoF is zero at the moment 
of tn, the parameters can be derived as a =DPd /(2Hs ) and b =
1/tn. Thus, the frequency-domain expression of the simulated 
frequency deviation curve can be obtained as:

Df (s)= -DPd [2Hs (s + 1/tn )2 ] (17)

By combining (17) with (13) and performing the Laplace 
transform, the time-domain expression for the active power 
of conventional unit i (including the GFM-IBR, which is 
treated as a synchronous unit) can be derived as:

DPGi (t)=
KiDPdt 2

n

2Hs

é

ë

ê
êê
êTi (e

-t/Ti - e-t/tn )

(Ti - tn )2
-

te-t/tn

tn (Ti - tn )

ù

û

ú
úú
ú

(18)

To facilitate the subsequent derivation, let:

αGi (t)=
Ti (e

-t/Ti - e-t/tn )

(Ti - tn )2
-

te-t/tn

tn (Ti - tn ) (19)

For GFL-IBR and IM, their time-domain expressions of 
the active power can also be derived by combining (14), 
(15), and (17) as:

DPN (t)=-
KN FNDPdt

2Hs

e
-

t
tn +

KaDPdt 2
n

2Hs

αa (t) (20a)

DPM (t)=-
KM FMDPdt

2Hs

e
-

t
tn +

KbDPdt 2
n

2Hs

αb (t) (20b)

Based on (18) and (20), the active power of each type of 
resource can be obtained. Combined with Fig. 5, the time-do‐
main expression of the system frequency following a distur‐
bance can be derived as:

∑
i = 1

4

DPGi (t)+DPN (t)+DPM (t)+DPL -DPd = 2Hs

df (t)
dt    (21)

D. FRAM

The load-side power support induces a secondary power 
shock to the system frequency, leading to an abrupt change 
in the frequency curve. By assuming that the system is ini‐
tially operating in the rated state, traditional frequency re‐
sponse analytical models analyze only the zero-state re‐
sponse process. Consequently, they fail to accurately solve 
the frequency deviation when considering load-side power 
support. In this paper, from the perspective of circuit theory, 
the zero-input response at the moment of load-side power 
support is integrated into the frequency response model. By 
applying the superposition theorem, the FRAM for MFD is 
established.
1)　Zero-input Response

The zero-input response refers to the system response in‐
duced only by the preceding initial state without external ex‐
citation input. In the AFRM, DPG and Df reflect the states of 
the governor and rotor following a system disturbance, re‐
spectively. The zero-input response is mainly divided into 
two components: the governor side and rotor side. On the 
governor side, the time-domain expression for the active 
power of the conventional unit can be obtained by perform‐
ing the inverse Laplace transform on (13):

-KiDf (t)=DPGi (t)+ Ti

dDPGi (t)
dt

(22)

If the initial state of the prime mover for conventional 
unit, i.e., PGi (0

- ), is considered, then by transforming (22) in‐
to the frequency domain, the frequency-domain expression 
for the active power of the conventional unit considering the 
initial state can be obtained as:

DPGi =
-KiDf + Ti PGi (0

- )
1 + Ti s

(23)

Similarly, the frequency-domain expressions for the active 
power of GFL-IBR and IM considering the initial states 
PN (0- ) and PM (0- ) can be derived as:

DPN =
-KaDf + Ta PN (0- )

1 + Ta s
-KN FNDf +PN (0- ) (24a)

DPM =
-KbDf + Tb PM (0- )

1 + Tb s
-KM FMDf +PM (0- ) (24b)

On the rotor side, if the initial state of the system rotor ki‐
netic energy, i. e., Df (0- ), is considered, then by performing 
the inverse Laplace transform to (21), the frequency-domain 
expression of the system frequency can be derived as:

Df =
DPg + 2HsDf (0- )

2Hs s
(25)

From the physical perspective, the initial states PGi(0
- ), 

PN (0- ), and PM (0- ) indicate that the unit increases its active 
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power based on the frequency deviation and the initial pow‐
er state. Meanwhile, Df (0- ) indicates that the rotor regulates 
the real-time frequency according to the unit power and the 
initial frequency deviation.
2)　Zero-state Response

The zero-state response refers to the response induced on‐
ly by the external excitation DPo without considering the ini‐
tial state. According to (21), the time-domain expression of 
the system frequency under zero-state response can be de‐
rived as:

∑
i = 1

4

DPGi (t)+DPN (t)+DPM (t)-DPo = 2Hs

df (t)
dt (26)

According to the superposition theorem, the system fre‐
quency full-response model (FFRM) can be obtained by su‐
perposing the zero-input response and zero-state response. 
By substituting (23), (24), and (25) into (26) after perform‐
ing the inverse Laplace transform, the time-domain expres‐

sion of the system frequency can be derived as:

2Hs

df (t)
dt

=∑
i = 1

4

DPGi (t)+DPN (t)+DPM (t)-DPo +

∑
i = 1

4

e
-

t
TiDPGi (0

- )+ e
-

t
Ta PN (0- )+ e

-
t

Tb PM (0- )+

PN (0- )+PM (0- )+ 2HsDf (0- )δ(t) (27)

3)　Analytical Solution of MFD
To achieve the explicit analytical expression for the fre‐

quency deviation, the FFRM needs to be further analyzed. 
Assume that the EIL provides power support to the system 
at moment t0. Before t0, the external excitation DPo1 is the 
system disturbance DPd, and the system initial state is zero; 
After t0, the external excitation DPo2 is the difference be‐
tween DPd and DPL, and the system initial state consists of 
PGi (0

- ), PN (0- ), PM (0- ), and Df (0- ). Then, the time-domain 
full-response expression of frequency deviation, as shown in 
(28), can be obtained.

Df (t)=
é

ë

ê
êê
ê ù

û

ú
úú
ú( )∑

i = 1

4

Ki βGi (t) +Ka βa (t)+Kb βb (t)
DPo1t 2

n

4H 2
s

+ (KN FN +KM FM )
DPo1

4H 2
s
∫ te- t

tn dt -
DPo1

2Hs

t (ε(t)- ε(t - t0 ))+

é

ë

ê
êê
ê ù

û

ú
úú
ú( )∑

i = 1

4

Ki βGi (t - t0 ) +Ka βa (t - t0 )+Kb βb (t - t0 )
DPo2t 2

n

4H 2
s

+ (KN FN +KM FM )
DPo2

4H 2
s
∫(t - t0 )e

-
t - t0

tn dt ε(t - t0 )+

é

ë

ê
êê
ê ù

û

ú
úú
ú∑

i = 1

4 ∫e- t - t0

Ti
PGi (t

-
0 )

2Hs

dt + ∫e- t - t0

Ta
PN (t -0 )

2Hs

dt + ∫e- t - t0

Tb
PM (t -0 )

2Hs

dt +
t - t0

2Hs

(PN (t -0 )+PM (t -0 )-DPo2 )+Df (t -0 ) ε(t - t0 ) (28)

The expression for the frequency deviation curve after an 
abrupt change can be extracted from (28), and its derivative 
can be obtained as:

dDf2 (t)
dt

=
DPo2t 2

n

4H 2
s ( )∑

i = 1

4

KiαGi (t) +Kaαa (t)+Kbαb (t) +

DPo2te
-

t
tn

4H 2
s

(KN FN +KM FM )-
DPo2

2Hs

+∑
i = 1

4 e
-

t
Ti

2Hs

PGi (0
- )+

e
-

t
Ta + 1

2Hs

PN (0- )+
e
-

t
Tb + 1
2Hs

PM (0- )+Df (0- )δ(t) (29)

When the frequency response curve reaches its nadir, the 
RoCoF becomes zero; thus, (29) equals zero. Since (29) is 
timed from t0, when (29) equals zero, t = tn - t0. At this time, 
the only unknown quantity tn in (29) can be solved by mak‐
ing (29) equal to 0.

The MFD can be obtained by substituting tn into (16):

Dfmax =-
DPd

2Hs

tne-1 (30)

The analytical expression for the MFD with respect to in‐
ertia can be derived by establishing the FRAM. Under the 
anticipated disturbance, the MFD can be solved analytically 
based on the system inertia by (29) and (30).

Similarly, the corresponding MDI can be analytically de‐
termined in reverse for a given MFD constraint.

III. PROPOSED FAM FOR MDI

A. Solution for MDI

The direct and fast calculation of MDI under MFD con‐

straint can be realized based on the explicit analytical expres‐
sion for the frequency deviation. In this case, the quantities 
to be solved are tn and Hmin. A set of low-order quadratic 
equations can be established to solve them:

ì

í

î

ï
ïï
ï

ï
ïï
ï
ï
ï

Dflim =-
DPd

2Hmin

tne-1

|
|
||||dDf2 (t)

dt
t = tnH =Hmin

= 0
(31)

Under the MFD constraint, the specific steps of the pro‐
posed FAM are as follows.

Step 1: use (6) - (8) and (10) - (12) to aggregate various 
types of resources in the system into a single machine to es‐
tablish the AFRM. Obtain the fitting parameters of the con‐
ventional units using the least-squares method.

Step 2: calculate the output of each unit at moment t0 
based on (17) and (20) to obtain the initial states PGi (t

-
0 ), 

PN (t -0 ), and PM (t -0 ). Calculate the system frequency devia‐
tion at moment t0 using (28) to obtain Df (t -0 ).

Step 3: substitute PGi (t
-
0 ), PN (t -0 ), PM (t -0 ), and Df (t -0 ) into 

(29) and (31). Input the given Dflim, DPd, and DPL, and then 
solve Hmin by using the vpaslove function in MATLAB.

Compared with the traditional MDI assessment method, 
the proposed FAM can quickly obtain the system MDI by 
solving a simple and low-order binary quadratic equation 
without establishing a complex simulation model. The calcu‐
lation steps are straightforward to apply in practical engineer‐
ing. Figure 7 illustrates the whole framework of the pro‐
posed FAM.
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B. Methods Used for Comparison Analysis

To validate the computational efficiency and accuracy of 
the proposed FAM, it is compared with the cyclic call ap‐
proximation method (CCAM) and optimization solution 
method (OSM), which are based on the FRSM.

1) CCAM: set the initial inertia H0 and iteration step dh. 
Iterate the system inertia starting from H0 and call AFRM 
FAFRM (×) to calculate Dfmax. When the difference between 
Dfmax and Dflim is less than the stopping criterion ε, the corre‐
sponding inertia is the system MDI under the Dflim con‐
straints.

2) OSM: take Hmin as the decision variable, Dflim as the 
constraints, and the minimum absolute difference between 
Dfmax and Dflim as the optimization objective, an optimization 
model is established to solve the MDI. Intelligent optimiza‐
tion algorithms, such as the genetic algorithm or particle 
swarm algorithm, can be used to solve the optimization mod‐
el, which can be expressed as:

ì

í

î

ïïïï

ïïïï

min f (Hm )= | FAFRM (DPdHm )-Dflim |
s.t.  FAFRM (DPdHm )£Dflim 

       0 <Hm £Hmax

(32)

Since AFRM needs to be called to solve the MFD, (32) is 
a nonlinear optimization model. In this paper, the MATLAB 
optimization toolbox fmincon is used for the solution.

Ⅳ. CASE STUDIES 

To validate the feasibility and validity of the proposed 
FAM for MDI and to analyze the impact of load-side power 
support on MDI, the modified IEEE RTS-79 test system and 
a provincial power grid in China are used for case studies. 
The model construction and solution are realized by MAT‐
LAB 2023b. The computer configuration includes an AMD 
Ryzen 5 5600GT CPU with Radeon Graphics and 32 GB of 
RAM.

A. Introduction to Case System

In the modified IEEE RTS-79 test system, the installed ca‐
pacity and proportion of each unit can be referred to [36]. 
The installed system capacity is 3825 MW and the load is 
2850 MW (where IM is 60 MW). Among them, the energy 
storage unit is GFM-IBR, with HGFM = 5  s, RGFM = 10, and 
TGFM = 0.05  s. The WT and PV participate in frequency re‐
sponse by virtual droop control, with RVI = 10 s and TD = 0.1 
s. The parameter values of the conventional units can be re‐

ferred to [25].
In the provincial power grid, the relevant parameters of 

each unit are shown in Table II. The installed system capaci‐
ty is 72541.2 MW and the load is 37500 MW (where IM is 
700 MW). The governor type of nuclear power unit (NPU) 
is the same as that of TPU in the system, so it is modeled as 
a TPU.

B. Modified IEEE RTS-79 Test System

1)　Computational Accuracy Analysis of FRAM
The accurate analytical expression of MFD is essential to 

ensure the accuracy of MDI assessment. To validate the com‐
putational accuracy of FRAM, its analysis results are com‐
pared with those of AFRM, the non-full response analytical 
model (non-FRAM), and the linear frequency deviation ana‐
lytical model (LFAM). The non-FRAM refers to the analyti‐
cal model that cannot consider the effects of secondary pow‐
er disturbances.

Two disturbance scenarios are established. In Scenario 1, 
the disturbance is randomly sampled 100 times from 100 
MW to 300 MW, while the load side provides 50 MW of 
power support with a time delay of 1 s. The MFD calcula‐
tion results in Scenario 1 are compared in Fig. 8(a). In Sce‐
nario 2, the disturbance is set to be 300 MW, and the load-
side power support is randomly sampled from 0 MW to 100 
MW. The MFD calculation results in Scenario 2 are com‐
pared in Fig. 8(b).

Initial state solving

FFRM construction

Characteristic fitting

Model decoupling

Unit aggregation Zero-input response

Zero-state response

FRAM construction

Analytical expression of MFD about inertia

Basic data

FAM for MDI

MFD 
constraint

RoCoF 
constraint

Constructing (2) and
 (31)

? Section II ? Section  III

Fig. 7.　Whole framework of proposed FAM.

TABLE Ⅱ
RELEVANT PARAMETERS OF EACH UNIT

Unit

WT

PV

NPU

HPU

TPU

Storage

Total

Capacity (MW)

14286.2

9576.6

6675.2

3343.8

38559.4

100.0

72541.2

Proportion (%)

19.69

13.20

9.20

4.61

53.16

0.14

100.00

Inertia time
constant (s)

13.30

6.16

6.35

5.00

4.89
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Fig. 8.　Comparison of MFD calculation results. (a) Scenario 1. (b) Scenar‐
io 2.
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As shown in Fig. 8, the results of FRAM are highly con‐
sistent with those of AFRM, while the non-FRAM and 
LFAM demonstrate significant computational deviations. To 
further validate the computational accuracy of FRAM, Fig. 9 
gives the relative error (RE) of the three analytical models 
by taking the results of AFRM as the benchmark value. Fig‐
ure 10 further compares the estimation performance of the 
three analytical models by mean absolute error (MAE), 
mean absolute percentage error (MAPE), and root mean 
square error (RMSE).

The computational accuracy of FRAM is far higher than 
that of non-FRAM and LFAM, with its MAPE being 1.69% 
and 2.33% in Scenarios 1 and 2, respectively. This demon‐
strates its capability to accurately compute Dfmax. Moreover, 
the performance metrics of FRAM surpass those of non-
FRAM and LFAM in both scenarios, highlighting its superi‐
or computational performance. Non-FRAM fails to consider 
the secondary power disturbances from the load side, result‐
ing in underestimated calculation results with an MAPE ex‐
ceeding 20%. The frequency deviation curve simulated by 
LFAM deviates significantly from the actual curve under 
load-side power support, resulting in substantial computation‐
al errors. The FRAM can realize the accurate calculation of 
MFD while considering the load-side power support, thereby 
effectively guaranteeing the accuracy of MDI assessment.
2)　Analysis of Calculation Accuracy

To evaluate the computational performance of the pro‐
posed FAM for MDI, it is compared with CCAM and OSM. 

Two scenarios are established. Scenario 3: the disturbance is 
randomly sampled 100 times from 200 MW to 300 MW, 
and Dfmax = 0.5 Hz. The load side provides 50 MW of power 
support with a time delay of 1 s. The calculated MDIs in 
Scenario 3 are compared in Fig. 11(a). Scenario 4: the distur‐
bance size is 300 MW, while the load-side power support is 
randomly sampled from 50 MW to 100 MW. The calculated 
MDIs in Scenario 4 are compared in Fig. 11(b). The itera‐
tion step of CCAM is 0.0001 s, and the stopping criterion is 
0.0001 Hz.

From Fig. 11, the computational results of the proposed 
FAM are basically consistent with those of CCAM and 
OSM. And the computational results of CCAM and OSM ex‐
hibit high agreement, with average absolute errors of 0.27 
ms and 0.248 ms in Scenarios 3 and 4, respectively. Since 
CCAM continuously approximates the system MDI by cycli‐
cally calling the simulation model, its results are theoretical‐
ly closest to the real value. Due to the limited precision of 
its iteration step and stopping criterion, there remains a mi‐
nor error relative to OSM. The optimization model of OSM 
is convex, ensuring that its computational result represents 
the global optimum. Figure 12 gives the REs of proposed 
FAM by taking the computational results of OSM as the 
benchmark.
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From Fig. 12, the REs of the proposed FAM are distribut‐
ed around 4%, with MAPE being 3.63% and 4.55% in Sce‐
narios 3 and 4, respectively, falling within the acceptable er‐
ror range. The proposed FAM needs to construct a set of 
equations by FRAM. Since the FRAM has about a 2% 
MAPE, some errors are introduced when mapping to the 
MDI solution. In addition, since DPd is nonlinearly related to 
Hmin under the Dfmax constraint, the calculation error of 
FRAM may be scaled when mapping to the MDI solution. 
Therefore, in Fig. 12, the RE fluctuation of the proposed 
FAM is slightly larger than that of OSM.
3)　Analysis of Calculation Efficiency

Under the same operating condition, the proposed FAM 
takes about 70 ms for computation, while the OSM takes 
about 5.5 s. The CCAM takes up to tens or even hundreds 
of seconds to compute, and further increases with the small‐
er the iteration step sizes. Corresponding to Fig. 11, the total 
computation time is 5.24 s and 6.30 s for 100 iterations of 
the proposed FAM in Scenarios 3 and 4, respectively, while 
OSM takes 499.82 s and 622.54 s, and CCAM takes 
2303.08 s and 2415.12 s (dh = 0.01 s, ε = 0.01 Hz). Although 
the computational accuracy of the proposed FAM is slightly 
reduced, its computational efficiency is significantly higher 
than that of CCAM and OSM. The proposed FAM takes as 
little as milliseconds for a single calculation, meeting the de‐
mand for fast assessment of power grids in massive opera‐
tion scenarios while maintaining computational accuracy.
4)　Analysis of Inertia Security Boundary

The inertia security boundary in this paper is defined as 
the boundary consisting of the MDIs required to ensure that 
the system frequency indicators do not exceed Roflim and 
Dflim after disturbance, under different frequency security con‐
straints. Based on the proposed FAM, the 3D map of the in‐
ertia security boundary can be quickly obtained. The system 
inertia security boundary under Roflim and Dflim constraints is 
given in Fig. 13, where a power support of 50 MW with a 1 s 
delay is set on the load side.

From Fig. 13, the larger the disturbance and the tighter 
the frequency security constraints, the larger the system 
MDI. By solving the inertia security boundary, the system in‐
ertia security situation in different scenarios can be sensed, 
thus providing a more comprehensive decision-making basis 
for the operators.

Under the Dflim constraint, the load-side power support can 
intercept the frequency nadir, thereby reducing the system 

demand for inertia. The system inertia security boundaries 
with load-side power support under different power support 
sizes DPL and different response delays t0 are given in 
Fig. 14.

The comparative analysis in Fig. 14 shows that as DPL in‐
creases and t0 decreases, the system inertia security bound‐
ary shifts downward accordingly, reducing the risk of system 
inertia overrun. Neglecting the load-side power support, the 
inertia security boundary will be higher than the actual re‐
sult. This discrepancy will provide incorrect inertia overrun 
information to grid operators, posing security risks for iner‐
tia resource planning and allocation.
5)　Analysis of Renewable Energy Penetration

To analyze the impact of renewable energy penetration on 
the evaluation accuracy of the proposed FAM, the MAPEs 
of its sampling calculation results at different renewable en‐
ergy penetration levels are presented in Fig. 15. In this case, 
the load side provides 50 MW of power support with a time 
delay of 1 s, Dflim = 0.3 Hz, and the disturbance is sampled 
100 times within the range of 100 MW to 400 MW. Since 
the GFL-IBR lacks grid-forming ability, the GFM-IBR is 
used to increase the renewable energy penetration.

In Fig. 15, the MAPEs for the sampling calculation results 
of the proposed FAM are approximately 4% across different 
renewable energy penetration levels. As the proportion of re‐
newable energy increases, the evaluation accuracy of the pro‐
posed FAM remains largely unaffected. Therefore, the pro‐
posed FAM can maintain a relatively high computational ac‐
curacy for future power systems dominated by grid-forming 
resources with high renewable energy penetration.

C. A Real Provincial Power Grid in China

1)　Analysis of Computational Accuracy
Two scenarios are established. Scenario 5: the load side 
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provides 100 MW of power support with a time delay of 1 
s. The disturbance is sampled 100 times between 2% and 
10% of the system capacity. The RE of MFD in Scenario 5 
is shown in Fig. 16(a). Scenario 6: the disturbance size is 
10% of the system capacity, while the load-side power sup‐
port is sampled 100 times from 0 MW to 300 MW with a 
time delay of 1 s. The RE of MFD in Scenario 6 is shown 
in Fig. 16(b).

Figure 16 shows that the FRAM still demonstrates high 
computational accuracy in the real provincial power grid. Its 
MAPEs are 1.49% and 1.32% in Scenarios 5 and 6, respec‐
tively. This indicates its capability for fast and accurate cal‐
culation for MFD.

To further validate the assessment accuracy and efficiency 
for MDI, Fig. 17(a) illustrates the RE of MDI corresponding 
to 100 random samples of the disturbance between 5% and 
6% of the system capacity, with 300 MW of power support 
on the load side (Scenario 7). Figure 17(b) presents the RE 
of MDI when the disturbance is 6% of the system capacity 
and the load-side power support is randomly sampled 100 
times between 400 MW and 500 MW (Scenario 8). The 
load-side response delay is set to be 1 s in both scenarios, 
and Dflim = 0.4 Hz.

Figure 17 shows that the REs of MDI are distributed 
around 4%, and its MAPEs in Scenarios 7 and 8 are 3.76% 
and 4.61%, respectively. The proposed FAM for MDI main‐
tains high computational accuracy in the provincial large-
scale grid and remains unaffected by the system scale.
2)　Analysis of Computational Efficiency

Corresponding to the two scenarios in Fig. 17, the total 
computation time of the proposed FAM is only 4.30 s and 
8.01 s, while the OSM costs up to 603.88 s and 730.06 s, 

and the CCAM costs up to 2436.95 s and 2594.39 s (dh =
0.01 s, ε = 0.01 Hz). The efficiency of the proposed FAM is 
significantly higher than that of OSM and CCAM. Addition‐
ally, its average computation time remains around 70 ms, in‐
dependent of the system scale, demonstrating its high compu‐
tational efficiency even in large power grids.

The validation and analysis of calculation accuracy and ef‐
ficiency show that the proposed FAM for MDI significantly 
improves the MDI assessment efficiency while maintaining 
high computational accuracy. Moreover, both computational 
efficiency and assessment accuracy remain unaffected by the 
system scale. As the system scale and operational scenarios 
increase, the advantage of the proposed FAM in computation‐
al efficiency will be more prominent. Additionally, the mod‐
eling and solution of the proposed FAM are straightforward 
to implement, making it more applicable than traditional 
MDI assessment methods.
3)　Analysis of Inertia Security Boundary

In real power grids, decision-makers need to focus on the 
system inertia security boundary under Roflim and Dflim con‐
straints to obtain more comprehensive inertia overrun infor‐
mation. When the system inertia falls below the inertia secu‐
rity boundary, it indicates that the inertia cannot meet the 
system demand, and the system is in an inertia overrun state. 
Figure 18 gives the system inertia security boundary under 
the two constraints, where the load side provides 300 MW 
of power support with a response delay of 1 s .

To further analyze the effects of load-side power support 
size and response delay on MDI, the system inertia security 
boundary is given in Fig. 19 under different power support 
sizes DPL and response delays t0.
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From Figs. 18 and 19, as the disturbance increases and 
the frequency security constraints tighten, the system MDI 
rises and exceeds its inertia level. Using the proposed FAM, 
the system inertia overrun information in different operation 
scenarios can be quickly obtained, thus providing a fast and 
comprehensive basis for sensing inertia security situation, re‐
source planning, and allocation. In addition, the inertia sup‐
port effect provided by the load-side resources in large pow‐
er grids cannot be neglected. With the increase of load-side 
power support and response speed, the system inertia securi‐
ty boundary shifts downward, reducing the risk of inertia 
overrun.

Ⅵ. CONCLUSION

This paper proposes an FAM for MDI in power systems 
to address the problems of complex modeling and low com‐
putational efficiency in existing MDI assessment methods. 
Theoretical analysis and case studies demonstrate that:

1) The proposed FAM for MDI can significantly improve 
the computational efficiency while maintaining high compu‐
tational accuracy. It achieves millisecond-level computation, 
enabling fast assessment of MDI. Moreover, its computation‐
al accuracy and efficiency remain unaffected by system 
scale, making its advantage more prominent for large-scale 
power grids and massive operation scenarios.

2) If the inertia support capability of load-side resources 
in the system is neglected, the MDI assessment results will 
be larger than the actual results, leading to incorrect decision-
making for inertia security situation sensing, resource plan‐
ning, and allocation. The proposed FAM for MDI can con‐
sider the inertia support capacity of load-side resources, 
yielding results that better match actual grid conditions.

3) As the disturbance increases and the frequency security 
constraints tighten, the MDI in power systems also rises. 
The system inertia overrun information in different operation 
scenarios can be quickly obtained through the proposed 
FAM. Furthermore, as the load-side power support and re‐
sponse speed increase, the system inertia security boundary 
expands, and the risk of inertia overrun is correspondingly 
reduced.

In the future, we will further investigate the proposed 
FAM of MDI in power system considering the spatio-tempo‐
ral distribution of inertia.
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