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Abstract——Peer-to-peer (P2P) energy trading in active distribu‐
tion networks (ADNs) plays a pivotal role in promoting the effi‐
cient consumption of renewable energy sources. However, it is 
challenging to effectively coordinate the power dispatch of 
ADNs and P2P energy trading while preserving the privacy of 
different physical interests. Hence, this paper proposes a soft ac‐
tor-critic algorithm incorporating distributed trading control 
(SAC-DTC) to tackle the optimal power dispatch of ADNs and 
the P2P energy trading considering privacy preservation among 
prosumers. First, the soft actor-critic (SAC) algorithm is used 
to optimize the control strategy of device in ADNs to minimize 
the operation cost, and the primary environmental information 
of the ADN at this point is published to prosumers. Then, a dis‐
tributed generalized fast dual ascent method is used to iterate 
the trading process of prosumers and maximize their revenues. 
Subsequently, the results of trading are encrypted based on the 
differential privacy technique and returned to the ADN. Finally, 
the social welfare value consisting of ADN operation cost and 
P2P market revenue is utilized as a reward value to update net‐
work parameters and control strategies of the deep reinforce‐
ment learning. Simulation results show that the proposed SAC-
DTC algorithm reduces the ADN operation cost, boosts the P2P 
market revenue, maximizes the social welfare, and exhibits high 
computational accuracy, demonstrating its practical application 
to the operation of power systems and power markets.

Index Terms——Optimal power dispatch, peer-to-peer (P2P) en‐
ergy trading, active distribution network (ADN), distributed 
trading, soft actor-critic algorithm, privacy preservation.

I. INTRODUCTION 

WITH the increasing penetration of distributed energy 
resources (DERs), battery energy storage (BES), and 

adjustable loads, the distribution networks face operational 
problems such as overloading, voltage overruns, and net‐
work losses. Under the unified management of distribution 
system operator (DSO), the active distribution network 
(ADN) [1], [2] regulates the active and reactive power out‐
puts of various types of discrete devices (such as on-load tap 
changers (OLTCs) and capacitor banks (CBs)) and continu‐
ous devices (such as DERs and static var generators 
(SVGs)). This is achieved through the implementation of rea‐
sonable energy management strategies, in order to ensure the 
safe and efficient operation of distribution network [3], [4].

Consequently, the optimal power dispatch problems for 
ADNs are usually formulated as mixed-integer nonlinear 
models [4], [5]. However, the solution is dependent on the 
accuracy of the network topology models and is not applica‐
ble to ADNs with rapidly changing structures [6]. Therefore, 
some scholars have adopted reinforcement learning methods 
to solve the ADN optimization problems in a time-efficient 
and model-free manner. References [7] and [8] employ the 
deep Q-network (DQN) and proximal policy optimization 
(PPO), respectively, to explore the optimal control strategies 
for discrete and continuous devices in ADNs. PPO is able to 
reduce the variance during the training process more effec‐
tively but requires multiple collections of the same data sam‐
ple. The deep deterministic policy gradient (DDPG) im‐
proves the sample utilization efficiency and exploration ef‐
fects by adopting an actor-critic framework and adding ran‐
dom noises [9], yet it is quite sensitive to hyperparameters 
[10], [11]. The soft actor-critic (SAC) provides a smoother 
training process and lower variance through its entropy regu‐
larization and dual Q-network structure, facilitating more sta‐
ble and effective learning in the context of complex and dy‐
namic environments in ADNs [12].

Some devices such as DER and BES in ADNs may be‐
long to independent individuals with different interest claims 
[13]. In the case where the DSO centralizes the dispatch of 
all the energy resources, the optimal outcome from a benefit-
optimization perspective for some individuals may not be 
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achieved [14], and it will not be feasible to leverage the indi‐
vidual motivation to participate in the operation regulation. 
Fortunately, the emerging peer-to-peer (P2P) energy trading 
provides a solution to this challenge. In a fully incentivized 
P2P market, the owners of the assets (called prosumers) can 
actively participate in the energy regulation of the local dis‐
tribution network by selling electricity or reducing demand, 
thereby maximizing their revenue and mitigating the peak de‐
mand and operating costs of the distribution network [15].

The effectiveness of P2P markets has been extensively 
studied and validated [16]. Depending on the manner of co‐
ordination among participants, the P2P market mechanism 
can be classified into centralized and decentralized schemes.

In the centralized scheme, a central entity (such as P2P op‐
erator or DSO) is responsible for coordinating energy trad‐
ing and benefit distribution, with the advantage of maximiz‐
ing the social welfare [17]. However, as the number of 
DERs and prosumers increases, the operator may face prob‐
lems such as data pressure, computational curse of dimen‐
sionality, and user information leakage [15]. In the decentral‐
ized scheme, the prosumers are able to decide the transac‐
tion parameters by themselves and complete the information 
interaction and energy trading process, which has the advan‐
tage of decision independence and strong privacy protection 
[18] but may lead to non-optimal social welfare.

In recent years, there has been an increase in research on 
P2P markets. At the level of information interaction and mar‐
ket operation, most studies have primarily employed block 
chain [19], [20], auctions [21], and game theoretic approach‐
es for pricing and trading energy. Specifically, to explore the 
competitive relationship between DSOs and prosumers, the 
models of non-cooperative game and auction strategies are 
employed to evaluate the profits of P2P energy trading [22]-
[24]. Meanwhile, the research efforts [25]-[27] focus on de‐
veloping methods to fairly distribute benefits within commu‐
nities, utilizing cooperative game concepts and predefined 
rules.

Furthermore, the P2P markets encompass energy trading 
at the information layer, which requires secure transmission 
at the physical layer of the distribution network. A fully de‐
centralized two-loop algorithm is proposed in [28] to coordi‐
nate P2P energy trading with voltage regulation capability. 
Similarly, considering the distribution network constraints, 
the method in [29] proposes a trading strategy based on an 
alternating direction multiplier method and bidding auction.

However, the existing studies generally need to consider 
the control of the device governed by DSOs. The lack of 
transparency regarding the respective behaviors of DSO and 
prosumers may result in problems such as voltage overruns 
and network loss increase in the distribution network [14]. 
As a result, DSOs may need to take more conservative and 
stringent measures to maintain grid security, leading to a fur‐
ther reduction in social welfare.

Although these studies provide valuable insights, they are 
constrained by several limitations, such as difficulties in pri‐
vacy protection, ignoring distribution network constraints, 
and an insufficient consideration of the control of devices in 
ADN, as shown in Table I.

With all the above, this paper establishes a soft actor-critic 
algorithm incorporating distributed trading control (SAC-
DTC) based on data-driven (deep reinforcement learning 
(DRL) algorithm) and physical modeling (information-driven 
distributed algorithm) [32]-[34], which can be applied to co‐
ordinate the ADN and P2P markets. The main contributions 
of this paper are as follows.

1) The coordinated optimization for the power dispatch of 
ADN and P2P energy trading is constructed as a Markov de‐
cision process (MDP) and formulated as a social welfare 
maximization problem. The agent can explore the dispatch 
strategy that minimizes the ADN operation cost and creates 
an environment conducive to conducting P2P energy trading 
under the stochastic and uncertain conditions.

2) This paper proposes an SAC-DTC algorithm based on 
data-driven and physical modeling to solve the above prob‐
lems. This proposed SAC-DTC algorithm utilizes differential 
privacy noise to protect users’  information and price signals 
to effectively guide users’  behavior, thus coupling the coor‐
dinated optimization process of ADN and P2P markets, and 
ultimately reducing the ADN operation cost and increasing 
the P2P market revenue.

3) The proposed SAC-DTC algorithm is superior in real-
time optimization and operation processes of power systems 
because of its fast computation speed and small node volt‐
age error of the obtained results.

The remainder of this paper is organized as follows. Sec‐
tion II introduces the framework of distribution network that 
contains both ADN and P2P markets. Section III formulates 
the optimal power dispatch model of ADN and P2P energy 
trading model. The proposed SAC-DTC algorithm based on 
data-driven and physical modeling is presented in Section IV 
to coordinate the ADN and local P2P market. Section V con‐
ducts empirical case studies to evaluate the effectiveness of 
the proposed SAC-DTC algorithm. Finally, Section VI con‐
cludes this paper.

II. FRAMEWORK OF DISTRIBUTION NETWORK CONTAINING 
BOTH ADN AND P2P MARKETS 

As shown in Fig. 1, the proposed framework are applied 
to distribution networks, where both DSO management areas 
and autonomous operation areas of prosumers exist. There 

TABLE I
COMPARISONS OF CONSIDERED FACTORS IN DIFFERENT REFERENCES

Reference

[19], [20]

[22], [24]

[23], [25]-[27]

[24], [28], [29]

[4]-[7], [12], [30], [31]

This paper

Privacy 
protection

√
-

-

√
-

√

Distribution network 
constraints

-

√
-

√
√
√

Control of 
devices

-

-

-

-

√
√

Note: the symbol √ represents that the corresponding factor is considered; 
and the symbol - represents that the corresponding factor is not considered.
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exists a node set NBus and a branch set NBranch in the distribu‐
tion network. At each node i, there are two principal ele‐
ments: local device managed by the DSO for network loss 
reduction and voltage control, and agents of prosumers who 
have been accredited by the DSO.

1) DSO: as shown in the red part of Fig. 1(b), node i in 
this radial ADN contains various DERs such as wind tur‐
bines (WTs), photovoltaics (PVs), BESs, SVGs, CBs, and 
conventional loads. The DSO is tasked with managing the 
power equipment of ADN. It regulates the active and reac‐
tive power outputs to meet electricity demands at the mini‐
mum operation costs while ensuring system security.

2) Prosumers: as shown in the blue part of Fig. 1(b), node 
i + 1 contains distributed prosumer agents. Prosumers are cat‐
egorized into two distinct non-empty subsets: producers 
(with a total number of NS) selling power and consumers 
(with a total number of NB) purchasing power. Each prosum‐
er coordinates its energy trading with other market partici‐
pants in the P2P market of ADN, aiming to fulfill individual 
objectives, adhere to system security constraints, and maxi‐
mize profits.

The behavior of both DSO and prosumers causes changes 
in the network losses and node voltages of ADN. Therefore, 
an efficient coordination and control process between DSOs 
and prosumers is required to avoid problems such as over-
regulation. The optimization process of the whole system 
seeks to minimize the ADN operation costs of and maximize 
the profits of all individuals in the P2P market, which is ulti‐
mately regarded as a social welfare maximization problem.

III. PROBLEM FORMULATION 

In a radial ADN connected to the external grid, the DSO 
is responsible for regulating the device in the ADN to ensure 
that the ADN meets the needs of all users while maintaining 
a safe and stable operating condition. All two-way users con‐
stitute a local P2P energy trading market, where each user 
can trade electricity and transmit it through the distribution 
network subjected to safety constraints.

A. Optimal Power Dispatch Model of ADN

1) The objective function for the optimal power dispatch 
of ADN is to minimize the regulation costs of OLTC, CB, 
and BES, costs of network losses, and cost of wind power 
and PV power curtailment, which is formulated as:

min C ADN
t =

é

ë

ê
êê
êCDER∑

i = 1

NDER

(P DER
it -P DERpre

it )2 +CCB∑
i = 1

NCB

T CBloss
it +

ù

û

ú
úú
úCOLTC∑

i = 1

NOLTC

T OLTCloss
it +CNET∑

i = 1

Nline

P NETloss
it +CBES∑

i = 1

NBES

(P BES
it )2 Dt

(1)

ì
í
î

ïï
ïï

T CBloss
it = |T CB

it - T CB
it - 1|

T OLTCloss
it = |T OLTC

it - T OLTC
it - 1 |

(2)

where C ADN
t  is the total ADN operation cost at time t; CDER 

is the unit cost of wind power and PV power curtailment; 
CCB and COLTC are the unit regulation costs of CB and 
OLTC, respectively; CNET is the grid electricity price; CBES is 
the unit loss cost of BES; T CB

it  and T OLTC
it  are the tap posi‐

tions of CB and OLTC at node i at time t, respectively; 
T CBloss

it  and T OLTCloss
it  are the switching losses of CB and 

OLTC at node i at time t, respectively [35], [36]; P NETloss
it  is 

the loss of ADN at node i at time t; P BES
it  is the active power 

of BES at node i at time t; P DER
it  and P DERpre

it  are the active 
power output of DERs and its predicted value at node i at 
time t, respectively; and NCB, NOLTC, NBES, NDRE, and Nline are 
the numbers of CBs, OLTCs, BESs, DREs, and lines, respec‐
tively.

2) The following constraints must be included in the opti‐
mization model to ensure the safe operation of the ADN 
with the P2P energy trading process.

P NET
b + 1t =P NET

bt +P BES
it +P DER

it +P BS
it -P load

it -P NETloss
bb + 1t (3)

QNET
b + 1t =QNET

bt +QCB
it +QSVG

it +QDER
it +QBS

it -Qload
it -QNETloss

bb + 1t (4)

Vmin £V NET
it £Vmax (5)

V NET
it -V NET

i - 1t = (rb P NET
bt + xbQNET

bt )/Vbase (6)

where P NET
bt  and QNET

bt  are the inflow active and reactive pow‐
er of branch b at time t, respectively; P NETloss

bb + 1t  and QNETloss
bb + 1t  

are the active and reactive power losses from branches b to 
b + 1 at time t, respectively; P BS

it  and QBS
it  are the active and 

reactive power of prosumers at node i at time t, respectively; 
QCB

it , QSVG
it , and QDER

it  are the reactive power of CB, SVG, 
and DER at node i at time t, respectively; P load

it  and Qload
it  are 

the active and reactive power of conventional loads at node i 
at time t, respectively; V NET

it  is the voltage amplitude at node 
i at time t; Vmin and Vmax are the minimum and maximum 
voltage levels of ADN, respectively; rb and xb are the resis‐

Producers ConsumersBES PV WT SVGCB Load

Vi,t

···

Power flow; Control flow of prosumersDSO control flow;

Node i Node i+1 Node i+2

Node i+4

Node i Node i+1

Node i+5

Node i+3

Pb+1,t+jQb+1,t
NET NET

… … …

…

Pb,t    +jQb,t
NET NET Pb+1,t+jQb+1,t

NET NETNET Vi+1,t
NET

Pb,b+1,t
NET,loss NET,loss+jQb,b+1,t

(a)

(b)

Control flow of prosumersDSO control flow;

… DSO;Procumer; … Power flow;

Fig. 1.　Proposed framework applied to distribution network. (a) Overall 
framework. (b) Control areas of DSO and prosumers.
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tance and reactance of branch b, respectively; and Vbase is the 
voltage reference value.

The OLTC, CB, SVG, DER, and ESS have their own con‐
straints, which are depicted as (7)-(15), among which (7)-(9) 
are the operational constraints for the OLTC and CB; (10) 
and (11) are the operational constraints for the SVG and 
DER, respectively; and (12) - (15) are the constraints for the 
ESS.

ì
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ïï
ïï
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where V OLTC
base  is the base voltage of OLTC; DV OLTC is the 

voltage change per tap of OLTC; N OLTC
max  is the maximum 

number of OLTC operations; T OLTC
t  is the tap position of 

OLTC at time t, and T OLTC
min  and T OLTC

max  are its lower and up‐
per bounds, respectively; DQCB is the reactive power change 
per tap of CB; N CB

max is the maximum number of CB opera‐
tions; T CB

it  is the tap position of CB at node i at time t, and 
T CB

min and T CB
max are its lower and upper bounds, respectively; 

QSVG
min  and QSVG

max  are the minimum and maximum reactive 
power of SVG, respectively; P DER

itmax and QDER
itmax are the maxi‐

mum active and reactive power of DER at node i at time t, 
respectively; E BES

it  is the capacity of BES at node i at time t; 
η is the charging/discharging efficiency; P BC

it  and P BD
it  are the 

charging and discharging power of BES at node i at time t, 
respectively, and ωBC

it  and ωBD
it  are their Boolean variables; 

E BES
itmax and E BES

itmin are the upper and lower bounds of the ca‐
pacity of BES at node i at time t, respectively; and P BC

imax and 
P BD

imax are the maximum charging and discharging power of 
BES at node i, respectively.

B. P2P Energy Trading Model

P2P energy trading entities need a model for maximizing 
revenue internally. Prosumers have increasing marginal costs 
of electricity generation when they act as producers and de‐

creasing marginal benefits of electricity use when they act as 
consumers. Therefore, the producers’  and sellers’  electricity 
consumption behaviors can be characterized by a quadratic 
function [37]. The total revenue of prosumers is composed 
of three terms: the power utility benefit of prosumers, the ac‐
tive electricity cost, and the reactive electricity cost.

max ∑
i = 1

NB +NS

U P2P
it = ∑

i = 1

NB +NS

(uit - δ
PLMP
it P BS

it - δ
QLMP
it QBS

it ) (16)

uit = εit (P
BS
it )2 + βit P

BS
it + τ it (Q

BS
it -QBS

it - 1 )2 (17)

where U P2P
it  is the total revenue of prosumer at node i at 

time t; uit is the function of power utility benefits of prosum‐
er at node i at time t; εit, βit, and τ it are the power utility pa‐
rameters of prosumers, which are private information; and 
δPLMP

it  and δQLMP
it  are the marginal tariffs for active and reac‐

tive power at node i at time t, respectively.
In addition, the trading results need to satisfy the ADN se‐

curity constraints as well as the market supply and demand 
balance constraints, which are shown as:

∑
i = 1

NB +NS

(P BS
it +P BSBES

it )-∑
b = 1

Nline

P P2Ploss
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Nline
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-P £P BS

it £ P̄

-
Q £QBS
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(21)

where P BSBES
it  is the active power of the prosumer’s own 

BES; P P2Ploss
bb + 1t  and QP2Ploss

bb + 1t  are the network active and reactive 
power losses from branches b to b + 1 at time t caused by 
the P2P energy trading, respectively; DV P2P

it  is the amount of 
voltage amplitude change caused by the P2P energy trading; 
P̄ and -P are the upper and lower limits of active power regu‐
lation for prosumers, respectively; and Q̄ and 

-
Q are the up‐

per and lower limits of reactive power regulation for prosum‐
ers, respectively.

The ADN cannot access the specific power consumption 
information of prosumers for privacy protection and market 
fairness. Therefore, we decompose the original problem into 
multiple subproblems, thus facilitating the subsequent solu‐
tion using a distributed approach.

The changes in active and reactive power for each prosum‐
er impact the network losses and nodal voltages. Consequent‐
ly, we incorporate all constraints into the electricity efficien‐
cy function for prosumer wit and differentiate it to determine 
the marginal tariffs for active and reactive power [33].

wit = uit + μ
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it (DV P2P
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δPLMP
it = ¶wit /¶P BS

it

δQLMP
it = ¶wit /¶QBS

it

(23)

where μVmax
it  and μVmin

it  are the dual variables corresponding to 
the upper and lower voltage constraints at node i at time t, 
respectively; μP

it and μQ
it are the dual variables corresponding 

to the active and reactive power balance constraints at node 
i at time t, respectively; μPmax

it  and μPmin
it  are the dual variables 

corresponding to the upper and lower active power con‐
straints at node i at time t, respectively; and μQmax

it  and μQmin
it  

are the dual variables corresponding to the upper and lower 
reactive power constraints at node i at time t, respectively.

IV. PROPOSED SAC-DTC ALGORITHM 

During the ADN dispatching and P2P energy trading, if 
we do not consider the impact on the system, we may reach 

a trading and controlling result that violates the system oper‐
ation constraints, ultimately leading to device failure or sys‐
tem instability. Therefore, we propose the SAC-DTC algo‐
rithm to coordinate the optimization process between the 
ADN and the P2P market to achieve the global optimum 
within a solution space that ensures the voltage levels safety. 
The objective is to minimize the ADN operation cost (includ‐
ing regulation costs of device and costs of network loss, 
etc.) and maximize the P2P market revenue, while ensuring 
the safe operation of the system.

The proposed SAC-DTC algorithm is a new type of algo‐
rithm by combining DRL algorithm and distributed control 
computing. The structure of the proposed SAC-DTC algo‐
rithm is shown in Fig. 2. It should be noted that the pro‐
posed SAC-DTC algorithm continues the learning process 
during the online operation.

The optimization process of ADN and P2P market can be 
modeled using the MDP, as shown in Fig. 3.

First, the agent gives the optimal action a of each device 
in the ADN based on the local state s. Then, it calculates the 
network loss and node voltage in the ADN and issues the in‐
formation to the P2P market. Subsequently, the prosumers 
adjust the output according to their interests and return the 
profits to ADN after differential privacy encryption process‐
ing. Finally, ADN calculates the reward value R based on 
(1) and (16), and then puts the data into the experience buf‐
fer pool D to update the network parameters.

R = ∑
i = 1

NB +NS

U P2P
it -C ADN

t (24)

The MDP consists of five key elements: state space s, ac‐
tion space a, state transfer probability P, reward function R, 
and discount factor γ, represented by saPRγ .

A. Continuous-discrete Hybrid SAC

For the reinforcement learning in continuous-discrete hy‐
brid action space, assuming that there are n discrete devices, 
each with mn actions, the output action dimension of the 

state-action value function Q will be ∏
i = 1

n

mi. The action di‐

mension will grow exponentially as the number of devices n 
increases. If a separate Q value is estimated for each possi‐
ble combination of actions, the data required to be calculated 
and stored will grow rapidly and fall into a curse of dimen‐
sionality. Therefore, inspired by [38], we use a separate head 
for each discrete device. The head is only responsible for cal‐
culating the Q value associated with the device actions, 
which is expressed as:

Q(sa)= c0 (s)+∑
i = 1

n

ci (s)Qi (sa) (25)
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where Qi is the Q value of device i; and c0 and ci are the 
shared base value and the state parameters of device i, re‐
spectively.

During the training process, the formula for calculating 
the network target value y is:

y =R + γ
é

ë
ê
êê
êc0 (s′ )+∑

i = 1

n

ci (s′ )Qdisc
targeti (s′a′disci ) +Qcont

target (s′a′cont )-

α
ù

û

ú
úú
ú( )log πcont (a′cont|s′ )+∑

i = 1

n

πdisci (a′disci|s′ )log πdisci (a′disci|s′ )

(26)

where s′ is the new state; α is the temperature parameter 
used to control the contribution of entropy in the policy up‐
date; a′cont and a′disci are the continuous and discrete actions 
of the new state, respectively; Qcont

target and Qdisc
targeti are the state-

action value functions; and πcont and πdisci are the strategy 
functions.

The parameters of the critic network are updated by mini‐
mizing the mean square error JQ between the predicted Q 
value of the critic network Qφcritic

 and the target value y. Then, 

the parameters of actor network are updated by minimizing 
the loss function Jπ:

JQ = E
(saRs′ )~D ( )1

2
(Qφcritic

(sa)- y)2 (27)

Jπ = E
s~Da~πφactor

(α log πφactor
(a|s)-min Qφcritic

(sa)) (28)

where πφactor
 represents the probability of taking action a giv‐

en state s under the policy parameterized by φactor.
Finally, the training network is slowly tracked by a soft 

update method:

φtarget¬ θφ + (1 - θ)φtarget (29)

where φ = φactor or φcritic is the training network parameter; 
φtarget is the target network parameter; and θ is the soft up‐
date rate.

B. Distributed Trading Control (DTC)

For the prosumers at each node, adjusting the active and 
reactive power during the energy trading process will bring 
changes to their benefits or costs as well as the node voltage 
and network loss. Therefore, in this paper, based on the dual 
ascent method of sensitivity calculation [33], we calculate 
the revenues of prosumers during the energy trading process 
and assess the impact on the ADN operation cost. The 
change of state of ADN is linearized as:

DZ(st )=
é

ë

ê

ê
êêê
ê

ê

ê ù

û

ú

ú
úúú
ú

ú

úgV

gP

gQ

[DP BS
t     DQBS

t ] (30)

gV =

é

ë

ê

ê

ê

ê

ê

ê
êê
ê

ê

ê

ê

ê

ê ù

û

ú

ú

ú

ú

ú

ú
úú
ú

ú

ú

ú

ú

ú¶V1t

¶P1t


¶V1t

¶PNB+NSt

¶V1t

¶Q1t


¶Q1t

¶QNB+NSt

   
¶VNnodet

¶P1t


¶VNnodet

¶PNB+NSt

¶VNnodet

¶Q1t


¶QNnodet

¶QNB+NSt

(31)

gP =
é

ë

ê
êê
ê ¶P1t

¶P1osst


¶PNB +NSt

¶P1osst

¶P1t

¶Q1osst


¶PNB +NSt

¶Q1osst

ù

û

ú
úú
ú
 (32)

gQ =
é

ë

ê
êê
ê ¶Q1t

¶P1osst


¶QNB +NSt

¶P1osst

¶Q1t

¶Q1osst


¶QNB +NSt

¶Q1osst

ù

û

ú
úú
ú

(33)

DP BS
t =[DP BS

1t DP BS
2t  DP BS

NB +NSt
]T (34)

DQBS
t =[DQBS

1t DQBS
2t  DQBS

NB +NSt
]T (35)

where DZ(st ) is the state change matrix function; 
gVÎRNnode ´ 2(NB +NS ), gPÎR1 ´ 2(NB +NS ), and gQÎR1 ´ 2(NB +NS ) are 
the linear mapping functions for the node voltage, active 
power loss of ADN, and reactive power loss of ADN, respec‐
tively; and DP BS

t  and DQBS
t  are the vectors of active power 

and reactive power adjustments during energy trading for the 
prosumers, respectively.

The mapping function can be fitted based on a neural net‐
work, but this requires a separate neural network for each 
variable and constraint, which will also fall into the curse of 
dimensionality. Therefore, in this paper, we utilize the sensi‐
tivity matrix as an equivalent alternative to the mapping 
function and validate the accuracy of the solution. The origi‐
nal problem (16)-(23) in the P2P market is transformed into 
a quadratic programming problem as:

ì
í
î

ïï

ïïïï

min U P2P
t =-

1
2

xT Mx -H T x

s.t.  Ax⩽B
(36)
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x =
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û

ú
úú
úP BS

t +DP BS
t

QBS
t +DQBS

t

M =[mP    mQ ]T

H =[hP    hQ ]T

A =[gV    -gV    gP    gQ    11 ´ 4(NB +NS ) ]
T

B =[V̄    -V     0    0    P̄    -P     Q̄    
-
Q]T

(37)

where the matrix parameters mP, mQ, hP, and hQ are extract‐
ed from the objective function for prosumers shown in (17); 
V̄ and -V are the upper and lower matrices of node voltages, 
respectively; P̄ and -P are the matrices of upper and lower ac‐
tive power for prosumers, respectively; and Q̄ and 

-
Q are the 

matrices of upper and lower reactive power for prosumers, 
respectively.

The dual function is:

inf
xÎRn{1

2
xT Mx +Hx + μT (Ax -B)} (38)

The lower definitive bound for this problem is taken at x =
-M -1 (H +ATμ). By disregarding the constant term and 
changing the sign of the objective function, the maximiza‐
tion problem is transformed into a minimization problem to 
obtain the dyadic problem as:
ì
í
î

ïïïï

ïïïï

min d =
1
2
μT AM -1 ATμ + (B +AM -1 H)Tμ

s.t.  μ =[μVmax
it μVmin

it μP
itμ

Q
itμ

Pmax
it μPmin

it μQmax
it μQmin

it ]T ³ 0
 (39)

where μ is the vector of Lagrangian multipliers associated 
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with the constraints.
When the original problem is convex, we can find the gra‐

dient of A for its dual problem and obtain:

Ñd =AM -1 ATμ +B +AM -1 H (40)

d(μ')£ d(μ)+ (Ñd(x))T (μ' - μ)+
L
2
‖μ' - μ‖2 (41)

For any two points in the dual function d, the value of 
function d is at least the linear approximation minus a qua‐
dratic term, which depends on the distance between the two 
points and Lipschitz constant. Lipschitz constant should be 
the largest eigenvalue of AM -1 AT. This is because in the 
quadratic functions, the largest eigenvalue of the matrix de‐
termines the maximum curvature. According to [33], the gen‐
eralized Lipschitz constant matrix L≽AM -1 AT is used to de‐
termine the step size in the dual ascent method, where L is 
set to be a diagonal matrix. By minimizing the trace of L, 
the semi-positive definite programming problem can be 
solved.

After solving the dual problem (40), the optimal power 
for each prosumer is obtained, which is then substituted into 
(16) to obtain the maximum welfare for each prosumer 
U P2P*

it . To protect the privacy of prosumers, a differential pri‐
vacy technique is used. This involves adding random noise 
to the data through Laplace-distributed sampling Lap(×), as 
expressed in (42). The noise is then returned to the agent for 
learning as part of the reward.

U P2P
t = ∑

i = 1

NB +NS( )U P2P*
it + Lap ( )Df

ϵ
(42)

where Df is the sampling sensitivity, representing the maxi‐
mum variation that U P2P*

it  may experience; and ϵ is the priva‐
cy strength parameter, whose value is smaller for stronger 
privacy protection.

Since the noise is random and its mathematical expecta‐
tion is 0, the effects of the noise are canceled when aggregat‐
ing large amounts of data. This ensures that the statistical es‐
timation of total P2P market revenues remains accurate.

The detailed calculation procedure of the proposed SAC-
DTC algorithm is explained in Algorithm 1.

V. CASE STUDIES 

A. System Setting

This paper evaluates the proposed SAC-DTC algorithm us‐
ing the IEEE 33-node system. We assumes that five prosum‐
ers participate in the P2P energy trading, and the basic pa‐
rameters of the utility function can be found in [33]. The 
training process involves base loads at all nodes of this dis‐
tribution network, with load data values originating from a 
regional grid in southern China over a time span of 1000 
randomly selected days. According to [39], the upper and 
lower limits of node voltage amplitude are set to be 1.06 
and 0.94 p.u., respectively.

Three operation models are set up to compare the effec‐
tiveness in reducing the ADN operation cost and improving 
the P2P market revenue.

Model 1: without considering voltage constraints, the 
ADN operation cost is minimized as the objective function 
for optimization, and the P2P market is optimized with the 
objective function of maximizing the operation revenue.

Model 2: based on Model 1, the system voltage con‐
straints are further considered, and the P2P market is opti‐
mized for operation based on the method in [33].

Model 3: as illustrated in Section III, the voltage con‐
straints are considered and the total social welfare of the 
sum of P2P market revenue and ADN operation cost is taken 
as the objective function, the joint optimization is run using 
the proposed SAC-DTC algorithm.

B. Convergence Performance

There have been several studies applying DRL algorithms 
to the power system domain. In this subsection, we focus on 
comparing the SAC algorithm with the widely-used DDPG 
and PPO algorithms. All the three DRL algorithms utilize an 
actor-critic architecture. The DDPG algorithm employs a de‐
terministic strategy network (actors) to directly predict ac‐
tions and evaluates the expected returns of these actions 
through a value network (critics). In contrast, the PPO algo‐
rithm ensures the stability and convergence of policy up‐
dates by introducing a clip loss function that limits the mag‐
nitude of these updates, while the SAC algorithm encourag‐
es broader exploration by increasing policy entropy. The hy‐
perparameters are shown in Tables II-IV. The Ornstein-
Uhlenbeck noises are provided in [10] and [41].

Figure 4 demonstrates the training performance using 
SAC-DTC, DDPG-DTC, and PPO-DTC algorithms in the 
IEEE 33-node system, where the shaded area represents the 

Algorithm 1: detailed calculation procedure of proposed SAC-DTC algo‐
rithm

S1: Initialize φactor φcritic, φtarget, θ, D =Æ, μ = 0, time step Dt = 1 hour, and 
the maximum time step T = 24 hours

S2: Repeat

S3: for t = 1: Dt: T do

S4:    a~π(a | s)

S5:    Calculate power flow

S6:    Release V NET
it , gV, gP, gQ, and locational marginal price (LMP) to pro‐

sumers

S7:    Solve (16) for each prosumer

S8:    Update μ and LMP

S9:    Update a s′, and R, and store [s a R s′ ] in D
S10: end for

S11: Update φactor and φcritic using (25)-(27)

S12: Update φtarget using (28)

S13: end

TABLE II
COMMON HYPERPARAMETERS FOR THREE DRL ALGORITHMS

Hyperparameter

Architecture of actor 
and critic networks

Optimizer

Actor learning rate

Critic learning rate

Minibatch size

Value

[256, 256]

Adam

1×10-3

5×10-4

64

Hyperparameter

Activation function

Discount factor

T

Dt

Evaluation frequency

Value

ReLU

0.99

24 hours

1 hour

3
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range of fluctuation of these algorithms over the course of 
multiple training sessions. It can be observed that the pro‐
posed SAC-DTC algorithm performs better in reducing the 
ADN operation cost. As for the P2P market revenue, all the 
three algorithms show similar convergence, mainly attributed 
to the effectiveness of DTC. Overall, the proposed SAC-
DTC algorithm outperforms both DDPG-DTC and PPO-
DTC algorithms regarding the training speed and final re‐
sults, indicating its potential advantages in power system op‐
timization.

C. AND Operation Costs and P2P Market Revenue

The results of the three operation models are presented in 
Table V.

Figure 5 shows the node voltage comparisons of the three 
operation models. Figure 6 illustrates the comparison of 

ADN operation costs and P2P market revenues with the 
three operation models.

TABLE V
RESULTS OF THREE OPERATION MODELS

Model

Model 1

Model 2

Model 3

ADN operation 
cost (CNY)

1054

1615

1481

P2P market 
revenue (CNY)

6491

5561

6283

Number of 
voltage 

violations

188

0

0

The maximum 
voltage 

difference (p.u.)

0.12350

0.07934

0.07254
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Fig. 5.　Node voltage comparison of three operation models. (a) Model 1. 
(b) Model 2. (c) Model 3.
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TABLE IV
INDEPENDENT HYPERPARAMETERS FOR PPO ALGORITHMS

Hyperparameter

Value function coefficient

Generalized advantage estimation Lambda

Clip ratio

Number of epochs

Gradient clipping

Value

0.5

0.95

0.2

3

0.1

0   300 600 900 1200 1500
Episode

(a)

0   300 600 900 1200 1500
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(b)
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Fig. 4.　 Training performance using SAC-DTC, DDPG-DTC, and PPO-
DTC algorithms in IEEE 33-node system. (a) Total reward. (b) ADN opera‐
tion cost. (c) P2P market revenue.

TABLE III
INDEPENDENT HYPERPARAMETERS FOR SAC AND DDPG ALGORITHMS

Hyperparameter

Target network update rate

Replay buffer size

Entropy coefficient

Noise type

Value

SAC algorithm

0.005

5×105

Auto

DDPG algorithm

0.005

5×105

Ornstein-Uhlenbeck
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From a system security perspective, during hours 8-20, 
Model 1 exhibits the largest voltage fluctuation deviation, 
with several node voltages crossing the lower limit at vari‐
ous time points. However, during other periods, the system 
does not experience voltage crossings. Model 2 and 3 are 
able to operate safely throughout all periods because the volt‐
age constraints are considered in the optimization process of 
the ADN and P2P markets. In Model 2, the optimization pro‐
cess of ADN and P2P markets operates independently, and 
the lower bound of system voltage is generally higher than 
that in Model 3, but the maximum voltage variation is great‐
er.

Additionally, Fig. 7 shows the comparison results of LMP.
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Fig. 7.　Comparison results of LMPs. (a) PLMP in Model 1. (b) QLMP in 
Model 1. (c) PLMP in Model 2. (d) QLMP in Model 2. (e) PLMP in Model 
3. (f) QLMP in Model 3.

From Figs. 6, 7(a), and 7(b), it can be observed that when 
the voltage constraints are not considered in Model 1, ADN 

does not need to regulate the actions. Each prosumer only 
needs to fine-tune its output value according to the active 
and reactive power balance constraints of P2P market. 
Hence, the differences in the LMPs for the active power and 
reactive power, i.e., PLMP and QLMP, respectively, of each 
node are minor, and all PMLPs are positive. Producers 1 and 
2 have negative active power values, absorb energy from the 
P2P market, and pay for the cost of electricity consumption. 
Consumers 3-5 have positive active power values, supply en‐
ergy to the P2P market, and receive revenues from electrici‐
ty sales. At this point, ADN has the lowest cost, and P2P 
market has the highest revenue.

As shown in Fig. 7(c) and (d), during hours 0-7 and 21-
24, the energy trading between producers and consumers is 
constrained by the voltage limitations in Model 2. The 
PMLP decreases, which reduces the size of the energy trad‐
ing between producers and consumers. During hours 8-20, 
the PLMP and QLMP of consumers increase significantly 
due to the voltage limitation constraints, leading consumers 
to reduce their power consumption. The PLMP and QLMP 
of producers decrease dramatically to negative values due to 
the reduced power consumption of consumers. To maintain 
the power balance, the PLMP guides the producer to reduce 
the amount of electricity sale using a negative price signal. 
The effectiveness of the LMP mechanism can be illustrated 
by comparing the changes in PLMP and QLMP in Model 1 
and Model 2. The P2P market can utilize economic instru‐
ments to efficiently dispatch the active and reactive power 
for each prosumer, thereby mitigating the voltage crossing 
the lower limit. The results of Model 1 and Model 2 in Fig. 
6(a) and (b) are almost the same during hours 0-7 and 21-
24. This is because the network constraints are met in both 
models. However, in Model 2, when there is a voltage over‐
run during hours 8-20, due to the lack of complete informa‐
tion in the ADN and P2P markets, the two parties can only 
supervise their internal devices independently to ensure the 
safe operation. This leads to an increase in the ADN opera‐
tion cost by 53.2% and an increase in the P2P regulation 
cost by 14.3% compared with Model 1.

In Model 3, based on the proposed SAC-DTC algorithm, 
the encrypted information can be shared between the ADN 
and the prosumers. The system security regulation cost can 
be effectively shared with the ADN and each prosumer. As 
can be observed in Fig. 7(e) and (f), the PLMP and QLMP 
changes of prosumers in Model 3 are much less drastic than 
those in Model 2, which are similar during hours 0-7 and 21-
24. However, during hours 8-20, the PLMP and QLMP of 
consumers in Model 3 are overall lower than those in Model 
2, indicating that consumers are able to purchase electricity 
in the P2P market at a lower cost. Producers, on the other 
hand, have an overall increase in PLMP and QLMP, indicat‐
ing that producers can supply electricity to the P2P market 
at a higher price and make higher profits. The ADN opera‐
tion costs increase during certain time periods due to the ear‐
lier adjustment of device. On the premise of ensuring the 
system safe operation, compared with Model 2, the ADN op‐
eration cost of Model 3 is reduced by 8.3%, the P2P market 
revenue increases by 12.9%, and the maximum voltage dif‐
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ference is minimized, making the system operate more sta‐
ble. The accumulated savings in ADN operation costs for the 
whole year amount to 49000 CNY, and the P2P market reve‐
nue increases by 264000 CNY.

Overall, the joint optimization of ADN and P2P markets 
can reduce the feeder voltage drop and avoid violating the 
voltage constraints. Meanwhile, the economic cost paid by 
the market members to ensure system security in Model 3 is 
much smaller than that in Model 2 and close to that in Mod‐
el 1. For all members in the ADN, the system security status 
should be the primary. Therefore, this paper concludes that 
trading a smaller economic cost for safer system operation is 
reasonable.

D. Comparison of Proposed SAC-DTC Algorithm with Cen‐
tralized Algorithm

In order to verify the accuracy and scalability of the pro‐
posed SAC-DTC algorithm, its computational results are 
compared with those of the mixed-integer second-order cone 
programming (MISOCP) based centralized algorithm in 
IEEE 33-, 69-, and 136-node systems, with the specific set‐
tings shown in Table VI. The MISOCP model is a mathemat‐
ical optimization technique that integrates integer variables 
into the second-order cone programming (SOCP) model, 
making it particularly suitable for complex power system ap‐
plications. The validity and accuracy of the MISOCP model 
have been widely demonstrated, with a speedup ratio of 
about six times that of the traditional optimal power flow 
(OPF) model for small-scale test systems [9]. Since the 
SOCP model is convex, the global optimal solution can be 
guaranteed, further enhancing the reliability of the MISOCP 
model in practical applications. The comparison in ADN op‐
eration costs and P2P market revenues calculated by the pro‐
posed SAC-DTC algorithm and the MISOCP-based central‐
ized algorithm are shown in Table VII. From the perspective 
of ADN operation costs and P2P market revenues, while the 
strategy optimization of the proposed SAC-DTC algorithm 
for complex systems may converge toward the global opti‐
mum [10], it exhibits some discrepancies compared with the 
results from MISOCP-based centralized algorithm. However, 
with the increase in the number of devices and prosumers in 
P2P market and ADN, the resources and computation time 
using MISOCP-based centralized algorithm increase expo‐
nentially, and it cannot meet the requirements of timeliness 
in the electricity market. In addition, all prosumers must 
communicate bi-directionally and share sufficient informa‐
tion with the central organization, which places high de‐
mands on the communication system and does not guarantee 
data privacy [28].

In the IEEE 33-, 69-, and 136-node systems, the ADN op‐
eration costs obtained by the proposed SAC-DTC algorithm 
are slightly higher than those by the MISOCP-based central‐
ized algorithm, while the P2P market revenues are almost 
the same. Based on the characteristics of distributed compu‐
tation, the proposed SAC-DTC algorithm can effectively pro‐
tect the privacy information, and the computation speed is 
4.9, 9.8, and 14.8 times faster than that of MISOCP-based 
centralized algorithm in IEEE 30-, 69-, 136-node systems, re‐
spectively.

In addition, the linearization of voltage mapping in the 
proposed SAC-DTC algorithm may introduce some errors in 
the final results. Therefore, we perform power flow calcula‐
tions using the proposed SAC-DTC algorithm and MISOCP-
based centralized algorithm, and compare the node voltages. 
As shown in Table VIII and Fig. 8, the maximum error in 
voltage magnitude is within 0.3% and the average error is 
not larger than 0.08% for the power flow calculation, which 
indicates that the proposed SAC-DTC algorithm has a higher 
computation accuracy.

Therefore, the proposed SAC-DTC algorithm is more suit‐
able for the fast-changing operation of ADN and P2P mar‐
kets to meet the real-time demand.

VI. CONCLUSION 

In this paper, an SAC-DTC algorithm based on data-driv‐
en and physical modeling is proposed to tackle the coordinat‐
ed optimization problem of ADN and P2P energy trading, 
which is analyzed via simulation based on the real-world da‐
taset. The results show that the proposed SAC-DTC algo‐
rithm can effectively reduce the ADN operation cost and in‐
crease the P2P market revenue under the network security 
constraints. Specifically, the conclusions can be summarized 
as follows.

TABLE VIII
ANALYSIS OF ERROR IN VOLTAGE MAGNITUDE

System

IEEE 33-node

IEEE 69-node

IEEE 136-node

Error in voltage magnitude (%)

Maximum

0.249

0.269

0.258

Minimum

1.10×10-4

1.60×10-4

1.51×10-3

Average

0.0281

0.0528

0.0735

TABLE VII
COMPARISON IN ADN OPERATION COSTS, P2P MARKET REVENUES, AND 

COMPUTATION TIME

Algorithm

MISOCP-based 
centralized 
algorithm

Proposed SAC-
DTC algorithm

System

IEEE 33-node

IEEE 69-node

IEEE 136-node

IEEE 33-node

IEEE 69-node

IEEE 136-node

ADN 
operation 

cost (CNY)

5752

26248

45380

6072

27108

47937

P2P market
revenue 
(CNY)

24556

73784

207560

24508

73743

207440

Computation 
time (s)

20.90

143.00

501.00

4.27

14.50

33.80

TABLE VI
SPECIFIC SETTING OF IEEE 33-, 69-, AND 136-NODE SYSTEMS

System

IEEE 33-node

IEEE 69-node

IEEE 136-node

Number of 
prosumers

5

28

40

Number 
of CBs

2

4

6

Number 
of SVGs

2

5

8

Number 
of DERs

2

2

8

Number 
of ESSs

1

1

2
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1) Compared with mainstream DDPG algorithms with the 
same network structure, the agents trained by the proposed 
SAC-DTC algorithm perform better in terms of the training 
speed and convergence results.

2) Considering the network security constraints, the pro‐
posed SAC-DTC algorithm for coordinated optimization can 
reduce the ADN operation cost by 8.3% and increase the 
P2P market revenue by 12.9% on average.

3) In the IEEE 33- , 69- , and 136-node systems, the pro‐
posed SAC-DTC algorithm effectively protects the privacy 
of prosumers although the ADN operation cost is slightly 
higher compared with the traditional MISOCP-based central‐
ized algorithm. The computation speed is 4.9, 9.8, and 14.8 
times faster, and the voltage magnitude error is no more 
than 0.08% on average.

Future work will investigate additional scenarios, includ‐
ing the integration of electrical, thermal, and cooling energy 
systems for consumers. Moreover, efforts will be made to de‐
ploy larger-scale networks utilizing multiple agents to man‐
age complex coordination tasks involving both discrete and 
continuous actions. Additionally, there will be a focus on op‐
timizing the linearization process to further enhance accuracy.
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