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Abstract——The variable and unpredictable nature of renew‐
able energy generation (REG) presents challenges to its large-
scale integration and the efficient and economic operation of 
the electricity network, particularly at the distribution level. In 
this paper, an operational coordination optimization method is 
proposed for the electricity and natural gas networks, aiming to 
overcome the identified negative impacts. The method involves 
the implementation of bi-directional energy flows through pow‐
er-to-gas units and gas-fired power plants. A detailed model of 
the three-phase power distribution system up to each phase is 
employed to improve the representation of multi-energy systems 
to consider real-world end-user consumption. This method al‐
lows for the full consideration of unbalanced operational scenar‐
ios. Meanwhile, the natural gas network is modelled and ana‐
lyzed with steady-state gas flows and the dynamics of the line 
pack in pipelines. The sequential symmetrical second-order 
cone programming (SS-SOCP) method is employed to facilitate 
the simultaneous analysis of three-phase imbalance and line 
pack while accelerating the solution process. The efficacy of the 
operational coordination optimization method is demonstrated 
in case studies comprising a modified IEEE 123-node power dis‐
tribution system with a 20-node natural gas network. The stud‐
ies show that the operational coordination optimization method 
can simultaneously minimize the total operational cost, the cur‐
tailment of installed REG, the voltage imbalance of three-phase 
power system, and the overall carbon emissions.

Index Terms——Operational coordination, multi-energy system, 
power-to-gas, electricity network, natural gas network, second-
order cone programming.

I. INTRODUCTION 

THE penetration of renewable energy generation (REG) 
has been on a continuous upward trajectory, driven by 

the imperative to mitigate the adverse effects of environmen‐
tal deterioration. Consequently, there is a global tendency to‐
wards a transformation in the energy sector, with the aim of 
transitioning towards a low-carbon economy. However, the 
integration of REG encounters a considerable obstacle due 
to the limitations of current power grids in managing inher‐
ent characteristics of REG, including its intermittent nature, 
counter-peak demand impact, and the phenomenon of re‐
verse power flow [1]. Therefore, it is evident that both pow‐
er network operators and individual customers would benefit 
from a reduction in curtailment and waste of renewable ener‐
gy resources, thus allowing for more effective utilization of 
these resources for further carbon emission reduction.

One way to facilitate this utilization is by power-to-gas 
(P2G) units [2]. During periods of low electricity consump‐
tion, excess electricity from the REG can be converted to 
natural gas by P2G units. The natural gas is then injected in‐
to the pipelines of the natural gas network, thus storing the 
abundant renewable energy in the form of gas [3]. Conse‐
quently, in conjunction with the gas-fired power plants (GF‐
PPs) that utilize natural gas as fuel to generate electricity for 
the power network, P2G units can facilitate the formation of 
a closed loop of energy conversion within an electricity-natu‐
ral gas multi-energy system (ENG-MES) [4]. The coupling 
of electricity and natural gas has traditionally been consid‐
ered at the transmission level, primarily due to the predomi‐
nant usage of GFPPs. However, with the promotion of dis‐
tributed REGs, the distribution-level integrated electricity 
and natural gas networks consists of small or micro GFPPs. 
Emerging P2G units and distributed REGs can be utilized to 
couple the natural gas network with the power distribution 
system via GFPPs and P2G units [4]-[6].

Multiple studies have delved into modeling integrated en‐
ergy systems. In [7], an optimal dispatch model for the elec‐
tricity and natural gas networks is proposed, where bi-direc‐
tional energy flow is considered. The Wendorff difference 
form is adopted to linearize gas flow constraints. In [8], a 
day-ahead operational optimization of the decentralized deci‐
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sion-making method is proposed for an integrated electricity 
and natural gas network with P2G. Reference [9] proposes a 
distributionally robust chance-constrained model for the opti‐
mal power-gas flow problem with varying wind power. The 
proposed model is designed to adjust the flexible resources 
in both systems for uncertainty mitigation. In a further con‐
tribution to the field, [10] proposes a mixed-integer nonlin‐
ear unit commitment model with non-convex nonlinear gas 
flow equations. An enhanced convex relaxation is implement‐
ed to make the model tractable while simultaneously obtain‐
ing high-quality solutions. In [11], a combined power, heat, 
and natural gas dispatch model is established to investigate 
the network flexibility with the nonconvex flow dynamics of 
gas accounted for in a computationally efficient manner.

However, the aforementioned models of either the power 
system or the natural gas network are over-simplified. In [7], 
[8], [10], and [11], although the line pack in pipelines is con‐
sidered, the physical constraints of the power system are sim‐
plified with lossless ideal DC power flow. In [9], the con‐
straints do not include voltage limits of the power system. 
Furthermore, no existing research adopts a detailed three-
phase model of power systems within a multi-energy system 
(MES).

This imbalance is not merely a theoretical concern; rather, 
it reflects real-world operational challenges within power dis‐
tribution networks. As evidenced by the IEEE distribution 
test node feeders, unbalanced conditions across the three 
phases are a prevalent phenomenon [12]. The negative im‐
pacts of phase imbalances on the operation of the power sys‐
tem include, but are not limited to: ① additional network in‐
vestment costs; ② extra energy losses; ③ nuisance tripping; 
and ④ damages to induction motors. The integration of 
REG may be impeded by an imbalance in the three-phase 
power system, which can result in voltage fluctuations and 
the derating of power converters used in both wind and pho‐
tovoltaic (PV) systems. Furthermore, the mismatch in phase 
voltages can lead to asymmetric power flow, which in turn 
can exacerbate power quality issues such as harmonics and 
flicker. Such power quality issues have the potential to dis‐
rupt the stable operation of wind power and PV, leading to 
their disconnection from the grid during periods of high de‐
mand or volatility. Therefore, the MES operator needs to 
tackle the issue of a three-phase imbalance in the power sys‐
tem.

From the perspective of operation optimization, convex 
optimization, also known as convex optimal power flow 
(OPF) is widely used for three-phase unbalanced power sys‐
tems. This includes second-order cone programming (SOCP) 
OPF and semidefinite programming (SDP) OPF. A single-
phase OPF is derived as a mixed-integer second-order cone 
programming (MI-SOCP) by [13] with the objective of 
achieving a global optimal solution. In [14], a three-phase 
unbalanced OPF based on a quasi-Newton method is pro‐
posed as a means of optimizing three-phase unbalanced pow‐
er systems. Reference [15] proves that a bus-injection model 
SDP (BIM-SDP) can obtain the global optimal solution to 
the original non-convex OPF problem. Reference [16] indi‐
cates that the branch-flow model SDP (BFM-SDP) can im‐

prove the stability of the BIM-SDP. In [17], the stability and 
accuracy are enhanced by substituting the existing BFM-
SDP model with a symmetrical SDP algorithm. However, as 
SDP algorithm retains the nonlinearity within the constraints 
of power flow, this method results in significant computa‐
tional demands, rendering it unsuitable for real-time imple‐
mentation. The complexity and computational intensity of 
SDP solutions pose challenges to the employment in large-
scale power systems. Additionally, the SDP algorithm may 
lack robustness in the presence of uncertainties and distur‐
bances [18]. In contrast, SOCP offers an achievement of the 
trade-off between solving efficiency and global accuracy. By 
converting the constraints of power flow into a conic form, 
SOCP can not only retain part of the nonlinearity but also 
more realistically model the three-phase unbalanced power 
system. Several recent studies have utilized SOCP as a con‐
vex optimization technique to formulate and solve a range of 
issues related to the operation of power distribution systems 
[19]. Besides, SOCP overlooks the coupling between three 
phases, leading to varying degrees of inaccuracy in the opti‐
mization results. In [20], a model of symmetrical SOCP is 
introduced for the optimization of three-phase unbalanced 
systems. It is proven that symmetrical SOCP can minimize 
errors arising from decompositions and maintain the com‐
plex relationships within the three-phase power systems.

Meanwhile, convex optimization has started to be applied 
in modeling natural gas networks. The Weymouth equation, 
which explains how gas flows and nodal pressures are relat‐
ed, is non-convex, proving to be a challenge for finding the 
optimal operation solution. The computational advantages of 
convex optimization are utilized to replace the Weymouth 
equation with more relaxed but simpler constraints. Refer‐
ence [21] integrates an SOCP relaxation of a non-convex 
nonlinear gas flow model considering the line pack in the 
pipeline to linearize the gas flow balance equations. In [22], 
the nonconvex Weymouth gas flow equations of the natural 
gas network are convexified as quadratic constraints, while 
the convex relaxation is performed on the nonconvex branch 
flow equations of the power system. Reference [23] reformu‐
lates the natural gas network as a single-level mixed-integer 
SOCP. In [24], SOCP relaxation is utilized in day-ahead opti‐
mization for an integrated gas-electricity energy system. Us‐
ing sequential SOCP, the optimal scheduling of a hydrogen-
blended integrated electricity-natural gas network (ENGN) is 
presented in [25]. This method effectively balances computa‐
tional efficiency and solution quality, demonstrating a 91% 
improvement in computational efficiency compared with gen‐
eral nonlinear solvers.

In summary, the symmetrical SOCP has proven efficient 
in the optimization of three-phase unbalanced power sys‐
tems. Concurrently, the sequential SOCP has shown effec‐
tiveness in the line pack dynamics of natural gas networks. 
However, there remains a gap in addressing the combined 
optimization of ENG-MES, particularly when simultaneously 
considering the three-phase imbalance in electricity and line 
pack dynamics.

Accordingly, this paper aims to bridge this gap by integrat‐
ing symmetrical SOCP with sequential SOCP, thereby cou‐
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pling the dynamics of electricity and natural gas for the oper‐
ational optimization of ENG-MES. By incorporating the de‐
tailed three-phase modeling of unbalanced power systems 
with natural gas networks, our method can facilitate a com‐
prehensive understanding of the interdependencies between 
electricity and natural gas networks. The contributions of 
this paper are presented as follows.

1) A holistic operational coordination optimization method 
is proposed for ENG-MES, with bi-directional energy flows 
through P2G units and GFPPs. The closed energy conver‐
sion loop formed within the MES can fulfill a complete car‐
bon cycle. A comprehensive model integrating three-phase 
unbalanced power systems with natural gas networks is 
built. In the proposed model, both the phase imbalance of 
the power distribution system and the line pack dynamics of 
the pipelines are considered simultaneously.

2) A novel method, namely a sequential symmetrical 
SOCP (SS-SOCP) method, is introduced. This method lever‐
ages symmetrical SOCP for power constraints and sequential 
SOCP for natural gas constraints. The purpose of this meth‐
od is to convert the original non-convex nonlinear model in‐
to a solvable model. Consequently, the coupling of MES can 
be analyzed together with the three-phase imbalance issue of 
the power grid and the line pack dynamics of the pipelines.

3) A modified IEEE 123-node power distribution system 
with a 20-node natural gas network is established, which can 
be used as a future benchmark for MES. The operational 
cost, reduced curtailment of the installed REGs, improved 
voltage imbalance of the three-phase power system, and low‐
er overall carbon emissions are achieved.

II. INTERDEPENDENCE BETWEEN ELECTRICITY NETWORK 
AND NATURAL GAS NETWORK

The interdependency between the electricity network and 
the natural gas network is illustrated, as shown in Fig. 1. 
The P2G unit, producing natural gas from electricity, serves 
as a gas source in the natural gas network and as a flexible 
electric load in the electricity network. The GFPP, generat‐
ing electricity from the combustion of natural gas, works as 
a power source in the electricity network and as a gas load 
in the natural gas network. These two synergies physically 
link the ENG-MESs.

The P2G can largely contribute to the decarbonization of 
ENG-MES and the integration of REG, as the application of 
P2G units can fully explore the following advantages of low-
carbon technologies.

Firstly, the natural gas, produced by P2G, is carbon neu‐
tral. In the first stage of P2G, hydrogen (H2) is produced by 
the technology of electrolysis. Then, the hydrogen is reacted 
with carbon dioxide (CO2) to produce methane (CH4). Dur‐
ing the conversion from electricity to natural gas, the same 
amount of CO2 produced by burning the natural gas will be 
captured from the air and consumed. Therefore, the natural 
gas produced by P2G is carbon neutral and the overall car‐
bon emission of the ENGN can be reduced.

Secondly, because of the dynamic line pack of the pipe‐
lines, the excessive electricity from REG can be converted 
by P2G into natural gas, which can then be stored in the 
pipelines. Thus, the natural gas network can serve as an ener‐
gy storage system for the electricity network.

Compared with traditional battery energy storage, P2G 
units have the advantages of larger storage capacity (the 
whole gas network) and higher energy conversion efficiency 
(60%-70%). As a result, a P2G unit can work as a large-ca‐
pacity controllable load in the electricity network to con‐
sume the excess electricity from REG without being con‐
strained by the capacity of conventional battery energy stor‐
age. The produced natural gas can be directly utilized by gas 
loads or GFPPs. Meanwhile, as both the GFPPs and the P2G 
units have the characteristics of fast response, they can be 
deployed as coupling points to realize the bidirectional ener‐
gy flows in integrated ENGN.

III. OPTIMAL OPERATIONAL COORDINATION OPTIMIZATION 

A. Objective Functions

The proposed optimal operational coordination optimiza‐
tion aims at minimizing the total operational cost FCost, the 
curtailment of wind power generation FWind, and the carbon 
emission FC.

F =min∑
t = 0

T

( )WCost FCost +WWind FWind +WC FC (1)

FCost =∑
t = 0

T ( )Cgrid P grid
t +∑

u = 1

U

Cgas gut (2)

FWind =∑
t = 0

T∑
k = 1

K ( )P Avail
kt -P Wind

kt (3)

FC =∑
t = 0

T ( )αgrid P grid
t +∑

u = 1

U

αgas gut - α
P2G P P2G

t (4)

where WCost, WWind, and WC are the weight coefficients of ob‐
jectives; Cgrid and Cgas are the costs of electricity and natural 
gas, respectively; P grid

t  is the electric power from the higher 
level (upstream) power grid at time t; gut is the natural gas 
supply of the GW unit u at time t; T, K, and U are the total 
amounts of time, wind power unit, and GW unit, respective‐
ly. P Avail

kt  is the available wind power generation of the wind 
power unit k at time t; P Wind

kt  is the actual power output of 
the wind power unit k at  time t; αgrid, αgas, and αP2G are the 
carbon emission rates of electric power from upstream pow‐

Electricity

network

Natural

gas network

P2G units

GFPPs

Wind

Electricity demand

Coal-fired

power plant

Gas demand

Gas well (GW)

Fig. 1.　 Interdependence between electricity network and natural gas net‐
work.
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er grid, natural gas supply, and the power used by the P2G 
unit, respectively; and P P2G

t  is the power consumed by the 
P2G unit at time t.

The weighted sum method (WSM) [26] is utilized in the 
multi-objective optimization problem. The weight coeffi‐
cients are derived as:

WCost =
ρCost

f Cost
Orig

(5)

WWind =
ρWind

f Wind
Orig

(6)

WC =
ρC

f C
Orig

(7)

ρCost + ρWind + ρC = 1 (8)

where f Cost
Orig , f Wind

Orig , and f C
Orig are the unoptimized original val‐

ues of FCost, FWind, and FC, respectively; and ρCost, ρWind, and 
ρC are the weight indexes of the total operational cost, the 
curtailed wind power generation, and the overall carbon 
emission, respectively. The sum of ρCost, ρWind, and ρC should 
always be 1 [27].

B. Three-phase Power System Constraints

Optimization modeling involves using the Kron reduction 
(KR) method to analyze electricity networks. This method re‐
places the three-phase four-wire system with three-phase con‐
ductor nodes while ensuring that the performance behavior 
of terminal voltages and currents remains consistent at the 
desired vertices [28]. In general practices, e. g., Standard 
IEEE PES test feeders, three-order Z and Y matrices are pro‐
vided for three-phase four-wire systems [29].

The node voltage vectors and related second-order deci‐
sion variables are defined as:

Vit = [ ]V a
it V b

it V c
it (9)

vit =VitV
H

it (10)

where Vit is the voltage vector of node i at time t; V a
it, V b

it, 
and V c

it are the voltages on phase a, b, and c of node i at 
time t, respectively; vit is the second-order decision variable 
for voltage of node i at time t; and the superscript H indi‐
cates the Hermitian transpose.

Similarly, the vectors of current and power and their relat‐
ed second-order decision variables are described as:

I ijt = [ I a
ijt I b

ijt I c
ijt ] (11)

lijt = I ijt I
H
ijt (12)

Sijt =Vit I
H
ijt (13)

where I ijt is the current vector of branch ij at time t; I a
ijt, I

b
ijt, 

and I c
ijt are the currents on phases a, b, and c of branch ij at 

time t, respectively; lijt is the second-order decision variable 
of current from node i to node j at time t; and Sijt is the sec‐
ond-order decision variable of power from node i to node j 
at time t.

Rather than condensing the entire grid states (including 
voltages, currents, and power) into a singular and large sym‐
metrical matrix variable, the diminutive matrices are utilized 
in the symmetrical SOCP modelling. The diminutive matri‐

ces typically have the dimensions of 1 ´ 1, 2 ´ 2, and 3 ´ 3.
In (9) and (11), the multi-phase voltage Vit and current 

I ijt are represented as vectors. The dimension of the vectors 
and related matrices of the second-order decision variables 
are determined by the phase conditions of each branch in the 
power grid. For example, for the branch from node i to node 
j, the nodal voltage vectors are defined as Vit and Vjt, and 
the current I ijt. If node i has three phases, then Vit =
[V a

it V b
it V c

it ]. If node j only has phases a and c, then Vjt =
[V a

jt V c
jt ] and branch ij is a two-phase line with I ijt =

[ I a
ijt I c

ijt ]. As the second-order decision variables are de‐
signed using matrices vit =VitV

H
it, lijt = I ijt I

H
ijt and 

Sijt =Vit I
H
ijt, vit is a 3 ´ 3 matrix, while lijt and Sijt are 2 ´ 2 

matrices.
The three-phase power distribution system is modelled 

through the constraints of power flow balance and voltage 
described as follows.

∑diag ( )S ijt -Z ij l ijt + s jt + yjtvjt =∑diag ( )S jkt (14)

vjt = vit - (S ijt Z
H
ij + S H

ijt Z ij ) +Z ij l ijt Z
H
ij (15)

-v i £ diag (vit ) £ v̄i (16)

where s jt is the nodal power injection at node j at time t; yjt 
is the nodal shunt admittance; Z ij is the impedance of branch 
ij; vjt is the second-order decision variable of voltage at 
node j at time t; Sjkt is the downstream power flow from 
node j at time t; and -v i and v̄i are the lower and upper limits 
of voltage at node i, respectively.

In the context of symmetrical SOCP, the term “symmetri‐
cal” refers to the symmetrical components, which are denot‐
ed as the 012 components. The symmetrical components are 
utilized to the analysis of three-phase unbalanced power 
grid. Although the variable matrix in SDP is naturally sym‐
metric, the three-phase components (e. g., V a

it, V b
it, V c

it) are 
asymmetrical due to the existing imbalances within the three-
phase power grid. In this paper, as the three-phase unbal‐
anced power grid are decoupled by the symmetrical compo‐
nent transformation [30], the symmetrical components trans‐
formation is employed to mitigate the phase coupling inher‐
ent in the three-phase backbones of the power distribution 
system. Therefore, the constraints listed above need to be re‐
formulated as the symmetrical model.

Through (17) and (18), as the phase components, the 
three-phase voltages V abc

it  are converted into symmetrical 
components.

V abc
it =AV 012

it (17)

ì

í

î

ï
ïï
ï

ï
ïï
ï

A =
é

ë

ê

êê
ê
ê

ê ù

û

ú

úú
ú
ú

ú1 1 1
1 a2 a
1 a a2

AH =A-1

(18)

Therefore, the constraints, including power flow balance 
in (14) and voltage constraints in (15) and (16), are estab‐
lished as:

∑diag ( )A( )S 012
ijt - z 012

ijt l 012
ijt AH + s jt + y012

it v012
it =∑diag ( )AS 012

jkt AH (19)
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where z 012
ijt  is the symmetrical component of impedance of 

branch ij at time t.

v012
jt = v012

it - (S 012
ijt ( )z 012

ijt

H

+ ( )S 012
ijt

H

z 012
ijt ) + z 012

ijt l 012
ijt ( )z 012

ijt

H

(20)

-v i £ diag (Av012
it AH ) £ v̄i (21)

The symmetric positive semidefinite constraint, requiring 
the matrix to be positive semidefinite and maintaining a 
rank-one restriction, is given as:

é
ë
êêêê ù

û
úúúúv012

i S 012
ij

S 012H
ij l 012

ij

≽ 0    i® j (22)

Using the Sylvester criterion [31], the matrix components 
are converted to the SOCP constraints expressed as:









 







2v012

it (kl)

v012
it ( )kk - v012

it (ll)
2

£ v012
it (kk ) + v012

it (ll) (23)









 







2l 012

ijt (kl)

l 012
ijt ( )kk - l 012

ijt (ll)
2

£ l 012
ijt (kk ) + l 012

ijt (ll) (24)









 







2S 012

it (kl)

v012
it ( )kk - l 012

ijt (ll)
2

£ v012
it (kk ) + l 012

ijt (ll) (25)

where v012
it (kl), l 012

ijt (kl), and S 012
it (kl) denote the (k, l)th ele‐

ments of the matrices v012
it , l 012

ijt , and S 012
it , respectively.

C. Natural Gas Network Constraints

The natural gas network is modelled by applying the 
steady-state gas flow model considering the line pack in the 
pipelines.

The gas supply capacity constraint of the GW unit u is 
given as:

0 £ gut £ ḡu (26)

where ḡu is the upper limit of the gas supply.
The pressure constraint at each gas node is described as:

-
pr

m
£ prmt £

-
pr

m (27)

where prmt is the pressure of gas node m at time t; and 
-
pr

m
 

and 
-
pr

m
 are the lower and upper limits of prmt, respectively.

In (28), the gas flow is given by the Weymouth equation 
[32]. Also, the gas flow can be calculated by the average in‐
flow and outflow along a pipeline in (29).

pr 2
mt - pr 2

nt = kmnQmnt|Qmnt | (28)

where kmn is the gas flow constant of the pipeline from node 
m to node n; and Qmnt is the gas flow in pipeline mn at 
time t.

Considering the direction of the gas flow, a binary vari‐
able is introduced to denote the flow direction, where ymn = 1 
signifies the gas flow from node m to n, and ymn = 0 indi‐
cates the opposite gas flow direction. Therefore, the gas 
flow of pipelines can be described as:

Qmnt =Q+
mnt -Q-

mnt (29)

Q+
mnt =

Qin
mnt +Qout

mnt

2
(30)

Q-
mnt =

Qin
nmt +Qout

nmt

2
(31)

0 £Q+
mnt £Qmax

mn ymn (32)

0 £Q-
mnt £Qmax

mn ( )1 - ymn (33)

where Qin
mnt and Qout

mnt are the inflow and outflow gas flows 
of pipeline mn at time t, respectively; Q+

mnt and Q-
mnt are the 

forward and reverse flows of pipeline mn at time t, repective‐
ly; Qin

nmt and Qout
nmt are the reverse and forward flows of pipe‐

line mn at time t, respectively; and Qmax
mn  is the maximum gas 

flow of pipeline mn.
The line pack storage is calculated by the inflow and the 

outflow of the pipeline in (34). Meanwhile, as shown in 
(35), the line pack is related to the pressures at both ends of 
the pipeline. Constraint (36) defines that the initial line pack 
at the beginning of the optimization is equal to that at the 
end of the optimization.

Hmnt =Hmnt - 1 + ( )Qin
mnt -Qout

mnt (34)

Hmnt = Smn

prmt + prnt

2
(35)

H 0
mn £HmnT (36)

where Hmnt and Hmnt - 1 are the stored mass of natural gas 
(line pack) in pipeline mn at time t and t - 1, respectively; 
Smn is the line pack constant of pipeline mn; H 0

mn is the ini‐
tial line pack of pipeline mn; and HmnT is the line pack of 
pipeline mn at the end of the planning time period.

Similar to the reformulated power constraints in Section 
III-B using symmetrical SOCP, sequential SOCP will be ap‐
plied to the constraints of natural gas.

The natural gas model shown above is nonlinear and non‐
convex, resulting from the nonlinearity of the gas flow equa‐
tion in (28). Thus, auxiliary variables, Æmn, pr Aux

m , and pr Aux
n , 

are utilized to form the reformulated equations [25] as:

Æmn = kmnQ2
mn (37)

pr Aux
m = pr 2

m (38)

Æmn = | pr Aux
m - pr Aux

n | (39)

where kmn is the coefficient of pipeline mn.
Then, the convex constraints of (37) and (38) are ex‐

pressed in (40) and (41), respectively.

Æmn ³ kmnQ2
mn (40)

pr Aux
m ³ pr 2

m (41)

Similarly, the concave constraints of (37) and (38) are 
shown below:

Æmn £ kmnQ2
mn (42)

pr Aux
m £ pr 2

m (43)

Equation (39) is converted into equivalent convex and con‐
cave forms.

Æmn ³ pr Aux
n - pr Aux

m + 2ymn( )pr Auxmin
m - pr Auxmax

n (44)

Æmn ³ pr Aux
m - pr Aux

n + ( )2ymn - 2 ( )pr Auxmax
m - pr Auxmin

n (45)

Æmn £ pr Aux
n - pr Aux

m + 2ymn( )pr Auxmax
m - pr Auxmin

n (46)
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Æmn £ pr Aux
m - pr Aux

n + ( )2ymn - 2 ( )pr Auxmin
m - pr Auxmax

n (47)

where pr Auxmin
m  and pr Auxmax

m  are the minimum and maximum 
values of pr Aux

m , respectively.
Consequently, the constraints of pressure of pipelines are 

defined as:

( )1 - ymn ( )pr Auxmin
m - pr Auxmax

n £ pr Aux
m - pr Aux

n £
ymn( )pr Auxmax

m - pr Auxmin
n (48)

( )1 - ymn ( )pr 2min
mt - ( )pr Auxmax

nt

2
£ pr 2

mt - pr 2
nt £

ymn( )( )pr Auxmax
mt

2
- ( )pr Auxmin

nt

2

(49)

Because of the inherent inaccuracy of the relaxation of 
(40) and (41), a sequential solution method is employed to 
guarantee the tightening of gas constraints. This method per‐
mits initial violations during the beginning iterations. As iter‐
ations go, the feasible range of relaxation incrementally con‐
verges towards that of the original problem, achieved by in‐
troducing penalties on the constraints that may be violated.

The sequential SOCP solution method is applied to tighten 
(40) and (41). The convergence of sequential SOCP has 
been proven by [33]. Taylor expansion is used to linearize 
constraints (42) and (43).

Æmn £ kmn( )2Q( )ite - 1
mn Qmn - ( )Q( )ite - 1

mn

2
+ αmn (50)

pr Aux
m £ 2pr Aux( )ite - 1

m pr Aux
m - ( pr Aux( )ite - 1

m ) 2
+ δmn (51)

where αmn and δmn are the non-negative slack variables; and 
Q( )ite - 1

mn  and pr Aux( )ite - 1
m  are the values of Qmn and pr Aux

m  in the 
last iteration, respectively.

D. GFPP Constraints

The capacity constraint of GFPP is given as (52). As the 
GFPPs inject three-phase power into the three-phase power 
grid, constraints (53) and (54) guarantee that the outputs of 
three phases have the same values of both active power and 
reactive power, respectively.

( )P GFPP
it

2
+ ( )QGFPP

it

2
£ S GFPP

i
 (52)

P GFPP
ait =P GFPP

bit =P GFPP
cit  (53)

QGFPP
ait =QGFPP

bit =QGFPP
cit (54)

where the subscripts a and b represent the phases a and b, 
respectively; P GFPP

it  and QGFPP
it  are the active power and reac‐

tive power of GFPP at node i at time t, respectively; and 
S GFPP

i  is the capacity of GFPP at node i.
An SOCP model is employed for (52). Within SOCP, an 

inequality can be relaxed to an equation, because the opti‐
mizer is inherently capable of identifying the tightest limit 
within the allowable range. This relaxation makes the prob‐
lem more tractable without sacrificing the optimal solution.











P GFPP
it

QGFPP
it 2

£ S GFPP
i (55)

E. P2G Unit Constraints

The capacity constraint of the P2G unit is expressed as 

(56). Constraint (57) defines the relation between active pow‐
er input and reactive power input of the P2G unit.

As the P2G unit takes the electric energy from the three-
phase power grid, constraint (58) imposes that the power in‐
puts from three phases have the same value. As shown in 
(59), the natural gas output of P2G is proportional to its ac‐
tive power input.

( )P P2G
it

2
+ ( )QP2G

it

2
£ S P2G

i
(56)

QP2G
it =P P2G

it tan θ P2G
it (57)

P P2G
ait =P P2G

bit =P P2G
cit =

P P2G
it

3
(58)

GP2G
nt = ηP2GÆ P2G P P2G

it (59)

where P P2G
it  and QP2G

it  are the active power and the reactive 
power of P2G at node i at time t, respectively; S P2G

i  is the 
capacity of power input of P2G; θ P2G

it  is the power factor of 
P2G; P P2G

ait , P P2G
bit , and P P2G

cit  are the active power of P2G unit 
in phases a, b, and c of node i at time t, respectively; GP2G

nt  
is the natural gas output of P2G at node n of the natural gas 
network at time t; Æ P2G is the energy conversion factor of 
natural gas and electric power (kcf/MWh); and ηP2G is the en‐
ergy efficiency of P2G.

When applying the sequential SOCP model, (56) is con‐
verted to the constraint shown in (60).











P P2G
it

QP2G
it 2

£ S P2G
i (60)

The flowchart of the SS-SOCP method is shown in Fig. 2, 
which outlines the solving steps of an SS-SOCP problem for 
optimization of MES. This method can ensure that all con‐
straints of the MES are met, and a feasible optimal solution 
is obtained.

Initialize load and MES information

Solve reformulated SS-SOCP problem 

Is the

convergence

obtained ?

Update

penalty

factor 

Sequential

SOCP 

SS-SOCP

Start

End

Symmetrical

SOCP
Convert power constraints into

symmetrical components

Reformulate power constraints to symmetrical

SOCP model using Sylvester criterion   

Use the maximum and minimum values to obtain

feasible solutions of auxiliary variables 

Convexify gas constraints with auxiliary

variables to sequential SOCP model 

N

Y

Fig. 2.　Flowchart of SS-SOCP method.
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IV. CASE STUDY 

The optimization program for case studies in this section 
is coded in YALMIP [34] and solved by MOSEK in MAT‐
LAB R2018a, with an operational environment of Windows 
10 Intel i7-7700HQ CPU of 2.80 GHz and 16 GB of RAM.

A. Test Case and Scenarios

As shown in Fig. 3, an MES, consisting of a modified 

IEEE 123-node power distribution system with a 20-node 
natural gas network through two GFPPs and a P2G unit, is 
built to verify the effectiveness of the operational coordina‐
tion optimization method for ENG-MES. The method aims 
to minimize the total operational cost, maximize the utiliza‐
tion of the installed wind power, and reduce the overall car‐
bon emissions. The profiles of electric power loads, natural 
gas loads, and wind power generation are shown in Fig. 4.

In the electricity network, the rated voltage is 4.16 kV with 
the minimum and maximum voltage limits set as 0.95 p.u. and 
1.05 p. u., respectively. The total active and reactive power 
of the electric power loads in the network is 3490 kW and 
1920 kvar, respectively [35].

To further investigate the role of P2G in the accommoda‐
tion of REG, six wind power units are integrated into the 
electricity network and operated with a constant power fac‐
tor of 1.0. Each wind power unit has a capacity of 600 kVA 
and the location information of each unit is shown in Fig. 3. 
It is assumed that all the power from the upstream power 
grid (node 150) is generated by coal-fired power plants.

In the natural gas network with the aforementioned param‐
eters [11], the GFPPs are located at electric nodes 67 and 
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83, respectively, and take natural gas as fuel from gas nodes 
20 and 12. The P2G unit gets electricity from electric node 
100 and sends the produced natural gas to the gas network 
through gas node 4. Two GWs are located at gas nodes 1 
and 15.

Three scenarios are designed and implemented in the case 
studies to analyze the benefits of the operational coordina‐
tion optimization method for ENG-MES.

1) Scenario I: separate operations of the electricity net‐
work and the natural gas network without participation of 
the GFPPs and the P2G unit.

2) Scenario II: coordinated operation only with the GFPPs.
3) Scenario III: coordinated operation, considering bidirec‐

tional energy flow through the GFPPs and the P2G unit.
Scenario I is the foundational base case, reflecting the tra‐

ditional energy management practices. Each network is opti‐
mized separately without considering potential benefits 
gained from coordination. In Scenario II, the networks in‐
clude coordinated operations involving GFPPs, to explore 
the initial steps towards the ENG-MES by examining the im‐
pacts of GFPPs through the comparison with Scenario I. Sce‐
nario III is designed for the full coordinated operation of 
MES by enabling both GFPPs and P2G.

B. Analysis of Optimization Results

The results of the case studies in three scenarios are 
shown in Table I. The comparison of the results in three sce‐
narios is presented in Fig. 5.

In Scenario I, the curtailed wind power generation (24.17 
MWh) is up to 44.24% of all available wind power genera‐
tion (54.63 MWh). The total operational cost is $1319.15 
and the overall carbon emission is 16.67 t.

In Scenario II, the curtailed wind power generation (24.21 
MWh) remains almost the same as that in Scenario I. How‐
ever, the total operational cost achieves a 7.42% reduction 
from $1319.15 to $1221.33 compared with that in Scenario I. 
Meanwhile, the overall carbon emission is reduced by 25.96% 
from 16.67 t to 12.34 t from that of Scenario I.

In Scenario III, compared with those in Scenarios I and II, 
the curtailed wind power generation is greatly decreased by 
94.40%; the total operational cost becomes 19.25% less than 
that in Scenario I and 12.78% less than that in Scenario II. 
The overall carbon emission is 33.59% less than that in Sce‐
nario I and 10.29 % less than that in Scenario II.

As the coal-fired power plants (870 g/kWh) have nearly 
twice the carbon emission as the gas-fired counterparts (401 
g/kWh) [36], in Scenarios II, the electricity from GFPPs can 
replace a part of the electricity from coal-fired power plants, 
resulting in a notable reduction of carbon emission in Scenar‐
io II compared with that in Scenario I. Furthermore, in Sce‐
nario III, because of the engagement of P2G unit, a further 
reduction of carbon emissions is achieved by the increasing 
integration of wind power.

C. Technical Benefit Comparison of Three Scenarios from 
Electricity Profiles

The hourly profiles of electricity in the power distribution 
system for the three scenarios are shown in Fig. 6.

In Scenario I, as the electricity network and the natural 
gas network operate independently, the electricity demand of 

TABLE I
RESULTS OF CASE STUDIES IN THREE SCENARIOS

Scenario

I

II

III

Operational cost 
($)

1319.15

1221.33

1065.22

Curtailed wind 
power generation 

 (MWh)

24.17

24.21

1.35

Carbon emission 
(t)

16.67

12.34

11.07

0
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power generation
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Fig. 5.　Comparison of results in three scenarios.
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loads is satisfied by the power from both the upstream grids 
and the generation of wind power in the power distribution 
system. As shown in Fig. 6(a), during hours 1-7 and hours 
19-24, all the electric power loads are powered by wind 
power generation, while during hours 8-18, due to the insuf‐
ficient wind power generation, the upstream power is re‐
quired to meet the demand of electric power loads together 
with the low wind power generation during that period. In 
the absence of an energy storage system in the power distri‐
bution system, it is inevitable that surplus wind power gener‐
ation will be curtailed and thus wasted when wind power 
generation exceeds the demand for electricity.

In Scenario II, according to Table II and Fig. 6(b), with 
the engagement of the GFPPs, the electricity demand is cov‐
ered by both the upstream power (50.69%) and the GFPP 
power generation (49.31%). The upstream power is reduced 
from 21.93 MWh to 11.02 MWh. Meanwhile, the GW out‐
put increases by 201.07% from 67.47 kcf to 203.13 kcf. The 
increased amount of natural gas is used as the fuel of GF‐
PPs. As shown in Fig. 6(b), during hours 1-7 and hours 19-
24, all the electric power loads are also supplied by the 
wind power generation, which is the same as those in Sce‐
nario I. However, during hours 8-18, compared with Scenar‐
io I of Fig. 6(a), nearly half of the upstream power is re‐
placed by the GFPP power generation.

In Scenario III, the upstream power and the GFPP power 
generation are close to those in Scenario II. However, from 
the comparison of Fig. 6(b) and (c), the wind power genera‐
tion in Scenario III is largely greater than that in Scenario II, 
which is also shown by the data of the curtailed wind power 
generation in Table I. In Fig. 6(c), when the wind power gen‐
eration is excessive during hours 1-7 and hours 19-24, the 
P2G unit is deployed to operate. In contrast, when the wind 
power generation is insufficient to meet the electricity de‐
mand during the hours 8-18, the P2G unit stops working.

D. Integration of Wind Power Generation

Figure 7 presents a comparison of wind power accommo‐
dation in three scenarios. The output profiles of wind power 
generation in Scenarios I and II exhibit a high degree of sim‐
ilarity with a certain amount of wind power curtailment. In 
contrast, in Scenario III, the output of the wind power gener‐
ation almost matches the curve of the available wind power 
generation, as the P2G unit can serve as a controllable load 
in the electricity network and convert the surplus wind pow‐
er generation into the natural gas stored in pipelines.

As illustrated in Fig. 7 and Table II, in Scenario III, ap‐
proximately 1.35 MWh of the available wind power genera‐

tion is curtailed at hours 23 and 24. According to (36), the 
line pack in pipelines at the end of the optimization period is 
equal to that at the beginning. Therefore, the operation of the 
P2G unit can reduce the curtailed wind power, yet there may 
still be a certain amount of wind power generation wasted.

The P2G unit only operates in Scenario III. P2G consumes 
the surplus wind power to maximize the integration of wind 
power generation. Without P2G, the surplus wind power 
should be curtailed due to capacity limits of the power system.

E. Three-phase Voltage Imbalance

In the case studies, the three-phase power distribution sys‐
tem is modeled, and the unbalanced condition of the three-
phase voltage at each node is also evaluated by using the 
voltage unbalanced factor (VUF) as:

VUF =∑
t = 0

T∑
i = 1

N ||Vit-

2

||Vit+

2 (61)

Vit+ =
1
3 (V a

it + α
2V b

it + αV c
it ) (62)

Vit- =
1
3 (V a

it + αV b
it + α

2V c
it ) (63)

where Vit+ is the positive-sequence voltage at node i at time 
t; Vit- is the negative-sequence voltage at node i at time t; 
and α = 1Ð120°.

The three-phase voltage imbalance in the three scenarios 
is presented in Fig. 8.

TABLE II 
ELECTRICITY AND NATURAL GAS STATUS FOR THREE SCENARIOS

Scenario

I

II

III

Upstream 
power 
(MWh)

21.93

11.02

11.37

GW output 
(kcf)

74.22

223.44

165.57

GFPP power 
generation 

(MWh)

N/A

10.72

10.38

P2G gas 
output (kcf)

N/A

N/A

48.29
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Fig. 7.　Comparison of wind power accommodation in three scenarios.
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During the period with high electric power load, the three-
phase voltage imbalance deteriorates, and vice versa. Com‐
pared with Scenario I, the three-phase voltage imbalance is 
mitigated in both Scenarios II and III. Meanwhile, with the 
application of the P2G unit, Scenario III achieves a further 
improvement in the three-phase voltage imbalance than Sce‐
nario II. Therefore, the establishment of an ENG-MES can al‐
so contribute to the mitigation of the three-phase voltage im‐
balance in the electricity network.

F. Technical Benefit Comparison of Three Scenarios from 
Natural Gas Profile

Figure 9 shows the hourly profiles of natural gas in Sce‐
narios II and III. In Scenario II, from hours 1 to 9, the two 
GWs inject natural gas into the pipelines. The GFPPs gener‐
ate power during the period of daytime peak load. Also, part 
of the natural gas is injected into pipelines near the end of 
the day (hours 22-24), as the constraint guarantees that dur‐
ing the optimization period, the initially stored mass at the 
beginning has the same amount as that at the end.

According to Table I and Fig. 9, because of the operation 
of the P2G unit, the gas output of the GWs in Scenario III 
(165.57 kcf) is 25.90% lower than that in Scenario II 
(223.44 kcf). Also, the GWs in Scenario III do not have gas 
output near the end of the day (hours 22-24) as in Scenario 
II. Therefore, during the evening time of hours 19-24, the 
P2G converts the surplus wind power generation to natural 
gas. The gas output profile of the P2G unit in Fig. 9(b) cor‐
responds to the P2G power input in Fig. 6(c).

The dynamics of the pipeline are shown in Fig. 10. Ac‐
cording to Fig. 4, in both Fig. 10(a) and (b), the periods of 
pipeline charging exactly correspond to those when the wind 
power generation is greater than the electric power loads, as 
the P2G unit can only convert the excess wind power genera‐

tion into natural gas. In the instances where the wind power 
generation is insufficient to meet the demands of electric 
power loads, the P2G unit is deactivated and the GFPPs en‐
gage in wind power generation by using natural gas as fuel. 
This subsequently results in a discharge of natural gas from 
the pipelines.

In Fig. 10(a), the values of both the curve of pipeline 
charging (solid line) and discharging (dash line) are greater 
than or equal to 0, meaning that all the natural gas in the 
pipeline between gas nodes 5 and 6 is only charged through 
gas node 5 and discharged through gas node 6. On the con‐
trary, in the pipeline between gas nodes 3 and 5 in Fig. 10
(b), the charging and discharging of the natural gas occur at 
both two nodes.

By converting surplus REG into natural gas and storing it in 
the pipelines, the P2G unit can charge the pipelines because of 
the dynamic line pack of the pipeline. Meanwhile, GFPPs can 
generate electricity for electricity networks using natural gas 
stored in pipelines. As a result, the natural gas network can 
serve as an energy storage system for electric power.

G. Algorithm Verification and Comparison

As shown in Table III, four various methods are com‐
pared, each representing a distinct combination of algo‐
rithms. To validate the accuracy and computational efficien‐
cy of the SS-SOCP, the discrepancies of power flow and 
voltage are calculated in (64) and (65), respectively, while 
the violation of gas flow is defined in (66).

∆S =∑diag ( )A( )S 012
ijt - z 012

ijt l 012
ijt AH + s jt +

y012
it v012

it -∑diag ( )AS 012
jkt AH (64)
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∆v = v012
jt - v012
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ijt ( )z 012
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H
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ijt
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z 012
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ijt ( )z 012
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(65)

∆G =
|| pr 2

mt - pr 2
nt - kmnQmnt ||Qmnt

kmnQmnt ||Qmnt

(66)

where ∆S represents the difference between power inflows 
and outflows; ∆v represents the voltage difference along 
branch ij; and ∆G represents the violation in gas flow. For ∆S, ∆v, and ∆G, a value approaching zero suggests a global 
optimal solution.

From the comparative analysis of various methods present‐
ed in Table IV, method 1 has the shortest solving time of 
12.96 s but exhibits high values for ||∆S , ||∆v , and ||∆G . The 
linear method without containing square terms can simplify 
and accelerate the solving process, while this kind of simpli‐
fication results in lower stability and accuracy. As sequential 
SOCP has been proven effective and accurate in achieving 
optimal results of gas constraints, the values of ||∆G  in meth‐
ods 2, 3, and the proposed SS-SOCP method approaches zero, 
indicating highly accurate optimal results. In method 3, SOCP 
overlooks the coupling between three phases, leading to vary‐
ing degrees of inaccuracy in the optimization results. There‐
fore, compared with the proposed SS-SOCP method, the inac‐
curacy is shown in the optimization results of the three-phase 
power systems. The proposed SS-SOCP method stands out 
with a solving time of 25.13 s, achieving the most remarkable 
reduction in all stability and accuracy indexes: ||∆S  is mini‐

mized to 1.78 × 10-3, ||∆v  is minimized to 6.67 × 10-7, while 

maintaining a low ||∆G  of 2.50 × 10-4. The proposed SS-SOCP 
method clearly demonstrates superior performance in terms of 
producing precise solutions, even without the fastest solving 
time. In summary, compared with other methods, the pro‐
posed SS-SOCP method can be selected as a balanced option 
with nearly the lowest solving time and highest accuracy.

V. CONCLUSION

In this paper, an operational optimization method for the 
ENG-MESs, having bi-directional energy flows through P2G 
and GFPPs, is designed and developed with detailed model‐
ling of electricity network and natural gas network. The em‐
ployment of the SS-SOCP enables the conversion of a com‐
plex, non-convex, and nonlinear model into a solvable mod‐
el. It is proven that the SS-SOCP method can be used in the 
modelling and optimization of a three-phase power systems 
and then MES, which brings the three-phase analysis of the 
power systems into the coupling of multiple energy vectors.

The results of the case studies indicate that the proposed 
operational coordination optimization method for ENG-MES 
is effective in jointly minimizing the operational cost, limit‐
ing the curtailment of wind power, mitigating the voltage im‐
balance, and reducing the carbon emission. Also, it is proven 
that P2G can release system flexibility and benefit the econo‐
my by economically managing the carbon footprint of the en‐
tire system, via converting excess “green” electricity into nat‐
ural gas which can be injected and stored into pipelines. The 
proposed operational coordination optimization method for 
ENG-MES demonstrates this potential of coupling method in 
addressing two critical challenges: the efficient integration of 
REG and the reduction of three-phase voltage imbalance, 
which are prevalent issues in the power distribution system.

Future work can incorporate uncertainty analysis to tackle 
the variability of renewable energy sources, enhancing the ro‐
bustness and real-world applicability of the energy coupling 
method.
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