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Abstract——The hybrid photovoltaic (PV) -battery energy stor‐
age system (BESS) plant (HPP) can gain revenue by perform‐
ing energy arbitrage in low-carbon power systems. However, 
multiple operational uncertainties challenge the profitability 
and reliability of HPP in the day-ahead market. This paper pro‐
poses two coherent models to address these challenges. Firstly, 
a knowledge-driven penalty-based bidding (PBB) model for 
HPP is established, considering forecast errors of PV genera‐
tion, market prices, and under-generation penalties. Secondly, a 
data-driven dynamic error quantification (DEQ) model is used 
to capture the variational pattern of the distribution of forecast 
errors. The role of the DEQ model is to guide the knowledge-
driven bidding model. Notably, the DEQ model aims at the sta‐
tistical optimum, but the knowledge-driven PBB model aims at 
the operational optimum. These two models have independent 
optimizations based on misaligned objectives. To address this, 
the knowledge-data-complementary learning (KDCL) frame‐
work is proposed to align data-driven performance with knowl‐
edge-driven objectives, thereby enhancing the overall perfor‐
mance of the bidding strategy. A tailored algorithm is proposed 
to solve the bidding strategy. The proposed bidding strategy is 
validated by using data from the National Renewable Energy 
Laboratory (NREL) and the New York Independent System Op‐
erator (NYISO).

Index Terms——Hybrid power plant (HPP)，photovoltaic (PV), 
battery energy storage system (BESS), optimization, uncertain‐
ty, bidding strategy, error quantification, knowledge-data-com‐
plementary learning.

NOMENCLATURE

A. Indices

d Column index of standardized datasets

k Index of iterations

n Sample index of datasets

r Index of scenarios

t Index of time

B. Parameters

ξ1 Forecast error of photovoltaic (PV) genera‐
tion (MW)

ξ2 Forecast error of market clearing price ($/
MWh)

ξ3 Forecast error of under-generation penalty ($/
MWh)

-
ξ1 

-
ξ1 The minimum and maximum values of ξ1 

(MW)

-
ξ2 

-
ξ2 The minimum and maximum values of ξ2 ($/

MWh)

-
ξ3 

-
ξ3 The minimum and maximum values of ξ3 ($/

MWh)

η Auxiliary variable

σfd, σkd Kernel-hyper parameters

ηcηd Charging and discharging efficiencies of bat‐
tery energy storage system (BESS)

ϵ Risk of uncertainty outlier

π Dual variable

γr Probability of the rth scenario

A Number of modified training sets

Σ Covariance matrix

λ̂ Forecast value of market clearing price ($/
MWh)

λ Actual value of market clearing price ($/
MWh)

ρ̂ Forecast value of under-generation penalty ($/
MWh)

ρ Actual value of under-generation penalty ($/
MWh)

cB Operational cost of charge or discharge ($/
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MWh)
Emax The maximum capacity of BESS (MWh)

E Capacity of BESS (MWh)

E Day
t BESS storage level of Day at time t (MWh)

G Gaussian process
Kd (··) Covariance matrix

Mbig A large auxiliary constant value

P̂PV Forecast value of PV generation (MW)

P(θ (N + 1)
d ) Distribution of θ (N + 1)

d

P̂PV Forecast value of PV generation (MW)

PPV Actual value of PV generation (MW)

P max
PV Capacity of PV (MW)

P max
B Rated power of BESS (MW)

vmp Vector of master problem (MP) binary vari‐
ables

vsp Vector of subproblem (SP) binary variables

C. Matrices and Sets

X Dataset matrix of forecast values
Y Dataset matrix of forecast errors
μX, μY Sample means of standardized dataset matri‐

ces ΘX and ΘY
ΣX, ΣY Sample covariances of standardized dataset 

matrices ΘX and ΘY
Ξ1t Set of forecast errors of PV generation at 

time t

Ξ2t Set of forecast errors of market clearing 
price at time t

Ξ3t Set of forecast errors of under-generation 
penalty at time t

T Set of hours

D. Uncertain Parameters

ξ1t Forecast error of PV generation at time t (MW)
ξ2t Forecast error of market clearing price at time 

t ($/MWh)
ξ3t Forecast error of under-generation penalty at 

time t ($/MWh)

ξ̇2t Equivalent market clearing price at time t ($/
MWh)

ξ̇3t Equivalent under-generation penalty at time t 
($/MWh)

E. Decision Variables

λbid
t Bidding price of hybrid PV-BESS plant 

(HPP) at time t ($/MWh)

Et BESS storage level at time t (MWh)
P bid

t Bidding quantity of HPP at time t (MW)
P sell

PVt PV generation scheduled to be sold at time t 
(MW)

P arb +
Bt  P arb -

Bt Charging and discharging power of BESS for 
arbitrage at time t (MW)

P com +
Bt  P com -

Bt Reserve power to compensate for over- and 

under-generation with BESS at time t (MW)
P UG

PVt Power of PV under-generation at time t (MW)
P adjust

Bt Adjustment of charge scheduling in stage I at 
time t (MW)

PI Profitability index of bidding strategy
PRBI Balance index of profitability-reliability 
RI Reliability index of bidding strategy
u+

t  u
-
t Variables denoting charging and discharging 

of BESS at time t

I. INTRODUCTION

THE movement towards a low-carbon power system 
spurs the increasing integration of clean energy produc‐

tion, particularly large-scale photovoltaic (PV) installations, 
into the energy network [1]. However, this movement poses 
challenges to the reliability and safety of power system oper‐
ation due to the unpredictability of clean energy generation 
[2]. In this context, the application of the hybrid PV-battery 
energy storage system (BESS) plant (HPP) has gained con‐
siderable attention as it enhances the resilience of PV plants 
against PV generation uncertainties [3]. With the support of 
BESS, HPP offers a controllable and friendly power supply 
and can participate in the day-ahead market [4]. However, 
the involvement of HPP in the market introduces imbalances 
between system demand and supply. From a system-level 
perspective, these imbalances can be mitigated by expanding 
the reserve market or strengthening the system operator inter‐
vention [5]. Alternatively, these imbalances can be managed 
at the plant level. To achieve this, an HPP must account for 
all uncertainties in its bidding strategy. Thus, the develop‐
ment of an effective bidding strategy to mitigate the impact 
of uncertainties gains significant attention.

Two fundamental methods are employed to address multi‐
ple uncertainties: stochastic optimization (SO) and robust op‐
timization (RO). While SO focuses on risk-neutral decision-
making [6]-[9], RO aims to devise risk-averse strategies [10]-
[13]. Recently, researchers have explore approaches to com‐
bin SO and RO. For example, the stochastic robust methods 
in [14] - [16] and stochastic adaptive robust methods in [17] 
are used in energy trading tasks. The general idea of these 
methods is to apply RO and SO individually to specific un‐
certainties. However, these combinations introduce ambigui‐
ty about the nature of risk, making it challenging to deter‐
mine whether the solution is risk-neutral or risk-averse. Dis‐
tributional robust optimization (DRO) inherits the merits of 
SO and RO, making it a popular paradigm in scheduling and 
operation tasks [18] - [20]. However, the DRO typically re‐
quires optimization for each historical sample [21], [22], de‐
manding significant computation power. In addition, it is dif‐
ficult to select an appropriate ambiguity set for DRO when 
multiple uncertainties exist. The above-mentioned methods 
primarily encapsulate the engineering knowledge of HPP in‐
to tractable optimization models, which are referred to 
knowledge-driven models in this paper. In contrast to the 
knowledge-driven model, the fully data-driven deep rein‐
forcement learning (DRL) models are proposed for bidding 
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in [4], [23], and [24], but designing reward functions that en‐
sure convergence remains challenging.

Quantifying forecast errors for operational uncertainties is 
crucial for the uncertain optimization of HPP operation. Tra‐
ditional data-driven models such as max percentage error 
[11] and historical confidence intervals [10] are widely used. 
Recently, the advanced data-driven models such as Gaussian 
mixture [25] and Dirichlet process mixture models [14] pro‐
vide more flexibility in capturing uncertainties from large da‐
tasets. The optimization-based models are also explored to 
customize uncertainty sets [20]. Notably, the operational un‐
certainties are highly volatile and can be affected by non-ran‐
dom factors such as day length, temperature, and clearness 
indices [26]. While the data-driven models can capture over‐
all dataset uncertainties, they cannot reveal the dynamic vola‐
tility of the uncertainties. To fill this gap, a data-driven dy‐
namic error quantification (DEQ) model is proposed to learn 
the variational pattern of the distribution of forecast errors 
and estimate the dynamic distribution of forecast errors.

Considering the recent surge in data-driven models, the 
combination of data-driven and knowledge-driven models is 
the trend for uncertainty-dependent optimization in power 
systems. For instance, the support vector machine models 
with microgrid economic dispatch are integrated in [27]. The 
graph deep learning is combined with security-constrained 
unit commitment in [28]. The clustering technique is embed‐
ded in the unit commitment problem in [29]. A framework 
merging reinforcement learning and distribution voltage man‐
agement is proposed in [30]. These implementations show‐
case the potential of the knowledge-data-combined para‐
digm. In this paper, we combine the data-driven DEQ model 
and the knowledge-driven bidding model to improve the per‐
formance of HPP.

Furthermore, we notice that the DEQ model and the bid‐
ding model exhibit misaligned optimization objectives when 
being simply linked together. The DEQ model is technically 
a black box of mined data, aiming at statistical minimiza‐
tion. However, the bidding model is oriented towards the op‐
erational objectives of HPP. Although the DEQ model is de‐
signed to improve the bidding model, the operational perfor‐
mance of HPP is not considered in the optimization of DEQ 
model, leading to indirect optimization guidance. Note that 
this misalignment of optimization objectives is a prevalent is‐
sue in current practices of knowledge-data-combined meth‐
ods. To address this issue, we propose a knowledge-data-
complementary learning (KDCL) framework to combine the 
DEQ and penalty-based bidding (PBB) models, which aligns 
the DEQ model with the operational objectives of HPP. The 
major contributions are summarized as follows.

1) A PBB model is proposed for HPP. Innovatively, we 
propose the concept of potential generation cost of HPP to 
quantify the impact of PV uncertainties based on the market 
penalty for generation deviations. The PBB model optimizes 
the HPP revenue against PV uncertainties by integrating the 
potential generation cost in the formulation. A novel pricing 
method is designed in the PBB model based on potential 
generation cost. The PBB model supports both risk-neutral 
and risk-averse solutions, catering to diverse user preferences.

2) A DEQ model is proposed to quantify the dynamic dis‐
tributions of various forecast errors in an HPP. Based on the 
DEQ model, the dynamic data-driven constraints can be con‐
structed, reducing the conservatism of static error modeling.

3) A KDCL framework is proposed to reinforce the PBB 
model by combining DEQ and PBB models. The KDCL 
framework uses the output of PBB model to enhance the 
training data, further improving the profitability and reliabili‐
ty of the bidding strategy. Notability, the KDCL framework 
is a general framework that can be easily applied to other 
topics with knowledge-data-combined strategies.

4) A solution methodology is proposed for the PBB model 
and KDCL framework. Mathematical techniques are used to 
reformulate the PBB model, and a tailored column-and-con‐
straint generation (C&CG) algorithm is developed for higher 
computational efficiency.

The rest of this paper is organized as follows. Section II 
outlines the general knowledge-data-complementary proce‐
dure in power system operations. Section III formulates the  
proposed bidding strategy for HPP via KDCL framework. 
Section IV describes the solution methodology. Numerical re‐
sults are conducted in Section V. The conclusion of this pa‐
per is given in Section VI.

II. GENERAL KNOWLEDGE-DATA-COMPLEMENTARY 
PROCEDURE IN POWER SYSTEM OPERATIONS

This section first outlines the limitations of regular knowl‐
edge-data-combined procedure in power systems. Then, the 
necessity and advance of the KDCL framework are present‐
ed.

A. Limitations of Regular Knowledge-data-combined Proce‐
dure

In power system applications, the data-driven and knowl‐
edge-driven models adopt distinct technical routes. Data-driv‐
en models, typically based on learning algorithms, extract 
and quantify operational uncertainties from historical data. In 
contrast, knowledge-driven models formulate engineering 
knowledge as an operation decision-making model, common‐
ly using optimization techniques in practice.

Figure 1(a) depicts the a regular knowledge-data-com‐
bined procedure in power systems. It begins with the data-
driven model, which optimizes its accuracy in quantifying 
uncertainty offline and outputs data-driven parameters to the 
knowledge-driven model online. The data-driven parameters 
are diverse, including point forecasts, uncertainty distribu‐
tions, etc. The knowledge-driven model is used fully online 
with data-driven parameters. It is optimized oriented to the 
operational interests, and its solution is adopted as the opti‐
mal decision.

The regular knowledge-data-combined procedure seems 
reasonable if point forecast errors are zero or the relation‐
ship between quantification accuracy and operational objec‐
tive is monotonic. However, achieving zero error is almost 
impossible. Also, the relationship between quantification ac‐
curacy and operational objective can be asymmetric to zero 
error and non-monotonic, as revealed in [31] and [32]. 
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In this context, the learning objective of data-driven mod‐
els should be extended to go beyond accuracy and be 
aligned with knowledge-driven objectives.

B. KDCL Framework

To align the objectives of data-driven and knowledge-driv‐
en models, one can embed the operational objective in the 
learning loss [31] or formulate the data-driven model as a 
constraint in the knowledge-driven model [32]. However, the 
data-driven and knowledge-driven models themselves can be 
non-linear and non-differentiable, which poses challenges to 
these models.

To this end, a KDCL framework that offers a model-free 
route is proposed to align the objectives of data-driven and 
knowledge-driven models, as depicted in Fig. 1(b). Unlike 
regular learning, the KDCL framework involves the opera‐
tion optimization process in offline learning. A key innova‐
tion is the knowledge-guided data enhancement model, 
which fine-tunes the training data based on the optimization 
result, enabling the knowledge-driven model to guide the da‐
ta-driven learning. Importantly, KDCL framework preserves 
the link between data-driven and knowledge-driven models 
via data-driven parameters, allowing them to use their stan‐
dard solutions. The KDCL framework removes restrictions 
on the formats of the data-driven and knowledge-driven mod‐
els and improves the optimal operation.

III. BIDDING STRATEGY FOR HPP VIA KDCL FRAMEWORK

This section presents a proof-of-concept study for the KD‐
CL framework introduced in Section II, applying it to the 
bidding task of HPP. To suit this task, three models are pro‐

posed: a data-driven DEQ model, a knowledge-driven PBB 
model, and a knowledge-guided data enhancement model. 
These models are interconnected as depicted in Fig. 1(b), 
forming a bidding strategy for the HPP via KDCL frame‐
work. Detailed descriptions of these models are provided be‐
low.

A. Data-driven DEQ Model

The data-driven DEQ model quantifies forecast errors of 
PV generation, market price, and under-generation penalty. 
The distribution of these forecast errors are shaped by fore‐
cast methods, leading to variations across different HPPs. 
Given these variations, we choose the Gaussian distribution 
to model the forecast errors. The Gaussian distribution is 
chosen for its robustness against inaccurate distribution as‐
sumptions [33], effectively accommodating error variations 
from different forecast methods. Additionally, we use the 
Gaussian process [34] to capture the temporal variability in 
the error distribution of a specific forecast method. There‐
fore, the distribution of forecast errors is no longer static but 
a self-adapting function that responds to highly volatile fore‐
cast errors.

The errors between forecast values and actual values are 
defined as:

ξ1 =PPV - P̂PV (1a)

ξ2 = λ - λ̂ (1b)

ξ3 = ρ - ρ̂ (1c)

Given N samples, the dataset matrices X and Y are ex‐
pressed as:
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The standardized dataset matrices ΘX and ΘY can be de‐
fined as:

ΘX = (X - μX )Σ
-

1
2
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Assuming that the forecast values of PV generation, mar‐
ket price, and under-generation penalty are output by three 
independent forecast algorithms, we can define the mappings 
from standardized forecasts to errors as:

(a)

(b)

 Param Uncertain parameters; Solu Optimal solution

Actions of data-driven model

Offline learningOnline application;

Actions of knowledge-driven model; Actions of proposed PBB model

Uncertainty

quantification

Operation

optimization
 Param Solu

 Learning
optimize the uncertainty and quantification accuracy

Regular learning:

Uncertainty

quantification
 Param

Operation

optimization

Knowledge-guided

data enhancement 

Learning

optimize operational

objective

Solu
KDCL framework:

Uncertainty

quantification

Operation

optimization
 Param Solu

Fig. 1.　 Regular knowledge-data-combined procedure and KDCL frame‐
work in power system operations. (a) Regular knowledge-data-combined 
procedure. (b) KDCL framework.
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θd = fd (θ̂d )    d = 123 (5)

We use the Gaussian process to characterize errors:

fd~ G(0 Σd ) (6)

The (l1l2 ) element in covariance Σd is calculated by (7). 
In line with other applications of the Gaussian process [35], 
a kernel function kd (·) is used for ease of computation.

Σd (l1l2 )= kd (θ̂ (l1 )
d θ̂ (l2 )

d )= σ 2
fdexp ( - ||θ̂ (l1 )

d - θ̂ (l2 )
d ||2

2σ 2
kd ) (7)

Let ΘXd and ΘYd denote the d th column in standardized 
matrices ΘX and ΘY, respectively. Given a new standardized 
forecast θ̂ (N + 1)

d , the joint distribution of ΘYd and standardized 
forecast error θ (N + 1)

d  is expressed as:

é
ë
êêêê
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where N(0·) is the Gaussian distribution.
For vectors X A =[xA
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(9)

Based on the joint distribution in (8), we can obtain the 
dynamic distribution of θ (N + 1)

d  as:

P(θ (N + 1)
d |ΘXdΘYdθ̂

(N + 1)
d )~N(μ(N + 1)

d σ (N + 1)
d ) (10a)

μ(N + 1)
d =Kd (θ̂ (N + 1)

d ΘXd )K -1
d (ΘXdΘXd )ΘYd (10b)

σ (N + 1)
d = σ 2

fd -Kd (θ̂ (N + 1)
d ΘXd )·

K -1
d (ΘXdΘXd )Kd (ΘXdθ̂

(N + 1)
d ) (10c)

Based on the dynamic distribution in (10), the DEQ mod‐
el outputs the following two types of data-driven parameters 
of PBB model.

1) The dynamic distribution in (10) can be represented by 
a large number of sampled scenarios. Denoting the sampled 
scenarios as θdtr, the representative scenarios of forecast er‐
rors can be obtained by:

[ξ1trξ2trξ3tr ]=[θ1trθ2trθ3tr ]Σ
1
2
X + μX (11)

2) Dynamic uncertainty set: the vector θt =[θ1tθ2tθ3t ]  
denoting the uncertainty set can be calculated in (12). ϵ in 
(12c) is the probability of an adjustable uncertainty outlier. 
Formula (12c) denotes the probability of θt falls outside 
[
-
θt 

-
θt] should be less than ϵ, where 

-
θt and 

-
θt are the mini‐

mum and maximum of θt, respectively. The objective func‐
tion (12a) minimizes the size of the dynamic uncertainties. 
Note that (12a) is designed for the standardized error be‐
cause it is closer to a cube in the three-dimensional distribu‐
tion than the original error.

min-
θt -

θt

{1(
-
θt - -

θt)} (12a)

s.t.

-
θt £

-
θt (12b)

P(
-
θt £ θt £

-
θt)³ 1 - ϵ (12c)

The uncertain dynamic forecast errors can be obtained as:

-
θt Σ

1
2
X + μX £[ξ1tξ2tξ3t ]£

-
θt Σ

1
2
X + μX (13)

B. Knowledge-driven PBB Model

The knowledge-driven PBB model formulates the bidding-
related engineering knowledge as two decision stages: here-
now (H&N) stage and wait-see (W&S) stage, corresponding 
to PV-uncertainty-independent and PV-uncertainty-dependent 
decisions, respectively.

1) In stage I, i.e., the H&N stage, the day-ahead bidding 
decision and the arbitrage schedules are determined.

2) Based on the bidding decision, the HPP may receive 
the under-generation penalty. We assume that HPP is penal‐
ized only for under-generation, as over-generation can be 
managed with inner plant PV curtailment.

3) In stage II, i.e., the W&S stage, the schedules of HPP 
are adjusted to minimize the economic losses and compen‐
sate for under-generation. We assume that HPP may not join 
the real-time market due to the challenge of estimating trad‐
able energy in highly renewable markets [36].

4) Decisions can be made in risk-averse or risk-neutral 
mode.

The objective function in stage I Obj1 (·) includes the in‐
come and costs of HPP, as expressed in (14). The income in 
stage I comes from the anticipated revenues from power trad‐
ing minus the primary costs from the operating costs of the 
BESS. The variables in stage I are grouped in a vector q 
in (14).

ì

í

î

ïïïï

ïïïï

Obj1 (q)=∑
tÎ T

(λ̂t + ξ2t )P
bid
t -∑

tÎ T

cB (P arb +
Bt +P arb -

Bt )

q =[P sell
PVtP

arb +
Bt P arb -

Bt u+
t u

-
t P

bid
t ]TÎR 6 ´ |T|

(14)

The constraints in stage I are expressed in (15a)-(15f). In 
(15a), the PV generation is limited by its maximum capacity. 
The PV generation can be sold to the grid or used to charge 
the BESS. In (15b), the bidding decisions are made by super‐
imposing the PV generation used for selling and the dis‐
charging power of BESS for arbitrage. In (15c)-(15f), BESS 
is scheduled for arbitrage. We used two binary integer vari‐
ables, u+

t  and u-
t , to switch the charging and discharging 

states of BESS. Formulas (15e) - (15f) constrain that u+
t  and 

u-
t  cannot both be 1 at the same time, so the BESS can be ei‐

ther in charging or in discharging state at any given time t.

0 £P sell
PVt +P arb +

Bt £P max
PV (15a)

P bid
t =P sell

PVt +P arb -
Bt (15b)

0 £P arb +
Bt £P max

B u+
t (15c)

0 £P arb -
Bt £P max

B u-
t (15d)

u+
t + u-

t £ 1 (15e)

ì
í
î

u+
t Î{01}

u-
t Î{01}

(15f)

The objective function in stage II Obj2 (·) is defined in 
(16), which quantifies the economic losses of HPP in re‐
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sponse to both the decision in stage I and the realization of 
the PV generation. The first term of (16) is the under-genera‐
tion penalty after reduction by the BESS. The second term is 
the operational cost of the BESS. The variables in stage II 
are grouped in a vector x in (16).

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

Obj2 (x)=-∑
tÎ T

(ρ̂ t + ξ3t )(P
UG
PVt -P com -

Bt ) -

∑
tÎ T

cB (P com +
Bt +P com -

Bt -P adjust
Bt )

x =[P UG
PVtP

adjust
Bt P com -

Bt P com +
Bt E]TÎR 5 ´ |T|

(16)

The constraints in stage II are expressed in (17a) - (17i). 
Formula (17a) and (17b) use slack variables P UG

PVt and P adjust
Bt  

to balance the scheduled PV generation P sell
PV +P arb -

B +P com +
Bt  

and the actual PV generation P̂PV + ξ1t. Equation (17c) 
squeezes the solution space of the model formed by (17a) -
(17i). The advantage of squeezing solution space constrac‐
tion is shown in Section IV-A. The reserve power for under-
generation/over-generation is modeled in (17d)-(17g). While 
the BESS schedules are decoupled, (17f) and (17g) limit the 
total charging and discharging power of BESS below the rat‐
ed power. The BESS storage energy is modeled in (17h) and 
is limited by the capacity of BESS in (17i).

(P sell
PVt -P UG

PVt )+ (P arb +
Bt -P adjust

Bt )+P com +
Bt = P̂PVt + ξ1t (17a)

{P UG
PVt £P sell

PVt

P adjust
Bt £P arb +

Bt
(17b)

(P UG
PVt +P adjust

Bt )P com +
Bt = 0 (17c)

0 £P com +
Bt £P max

B u+
t (17d)

0 £P com -
Bt £P UG

PVt (17e)

0 £P arb +
Bt +P com +

Bt -P adjust
Bt £P max

B (17f)

0 £P arb -
Bt +P com -

Bt £P max
B u-

t (17g)

Et =Et - 1 + (P arb +
Bt ηc -P adjust

Bt ηc -P arb -
Bt

1
ηd )∆t +

( )P com +
Bt ηc -P com -

Bt
1
ηd

∆t (17h)

0 £Et £Emax (17i)

Inspired by [37], when the risk-averse mode is chosen, the 
objective functions ObjRA

1 (q) and ObjRA
2 (x) are formulated 

considering the worst-case scenario of uncertain parameters 
ξ2t and ξ3t, respectively. 

ì

í

î

ïïïï

ï
ïï
ï

ObjRA
1 (q)= min

ξ2tÎΞ2t

 
é

ë
ê
êê
ê ù

û
ú
úú
ú∑

tÎ T

(λ̂t + ξ2t )P
bid
t -∑

tÎ T

cB (P arb +
Bt +P arb -

Bt )

Ξ2t ={ξ2t:-
ξ2t £ ξ2t £

------
ξ2t}

(18a)
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í

î

ï

ï
ïïï

ï

ï

ï

ï

ï
ïïï
ï

ï

ï

ObjRA
2 (x)= min

ξ3tÎΞ3t

-
é

ë
ê
êê
ê∑

tÎ T

(ρ̂ t + ξ3t )(P
UG
PVt -P com -

Bt ) -

ù

û
ú
úú
ú∑

tÎ T

cB (P com +
Bt +P com -

Bt -P adjust
Bt )

Ξ3t ={ξ3t:-
ξ3t £ ξ3t £

------
ξ3t}

(18b)

The PBB model in the risk-averse mode is modeled as 

(19a) - (19d). The min (·) function in (19a) represents the 
worst case of the forecast error of PV generation. F RA (qξ1 ) 
represents that the W&S decision x is made after the H&N 
decision q and the uncertainty ξ1 are determined. The data-
driven parameters used in (19d) are obtained from (13).

max
q {ObjRA

1 (q)+ min
ξ1tÎΞ1t

F RA (qξ1 )} (19a)

s.t.
(15a)-(15f) (19b)

F RA (qξ1 )= max
x

{ObjRA
2 ( )x : (17a)-(17i)} (19c)

Ξ1t ={λt:-
ξ1t⩽ξ1t⩽------

ξ1t}      "tÎ T (19d)

In the risk-neutral mode, following [38], the objective 
functions ObjRN

1 (q) and ObjRN
2 (x) are formulated based on 

the probability-weighted scenario of uncertain parameters ξ2t 
and ξ3t, respectively.

ObjRN
1 (q)=∑

r

γr

é

ë
ê
êê
ê ù

û
ú
úú
ú∑

tÎ T

(λ̂t + ξ2tr ) P bid
t -∑

tÎ T

cB (P arb +
Bt +P arb -

Bt )

 (20a)

ObjRN
2 (x)=∑

r

γr

é

ë
ê
êê
ê-∑

tÎ T

(ρ̂ t + ξ3tr )(P UG
PVt -P com -

Bt ) -

ù

û
ú
úú
ú∑

tÎ T

cB (P com +
Bt +P com -

Bt -P adjust
Bt ) (20b)

The PBB model in the risk-neutral mode is modeled as 
(21a) - (21d). Eξ1

(F RN (qξ1 )) in (21a) is the expectation of 

F RN (qξ1 ) with the probability distribution of ξ1 specified in 
(21d). The data-driven scenarios of uncertain parameters are 
obtained from (11).

max
q

{ObjRN
1 (q)+Eξ1

(F RN (qξ1 ))} (21a)

s.t.
(15a)-(15f) (21b)

F RN (qξ1 )= max
x

{ObjRN
2 (x): (17a)-(17i)} (21c)

ξ1t~P(ξ1t|P̂PVt ) (21d)

An HPP can bid at zero prices to ensure that bids are ac‐
cepted [16]. However, such a practice can cause high under-
generation penalties and harm modern markets. Instead, we 
use the potential generation cost given in (22) as the bidding 
price. The potential generation cost is viewed as the margin‐
al price of energy generation from the HPP, thus maximizing 
the accepted bids while preventing high under-generation 
penalties.

λbid
t = cB (P arb +

Bt +P arb -
Bt -P adjust

Bt +P com +
Bt +P com -

Bt )+
(ρ̂ t + ξ̇3t - λ̂t - ξ̇2t )(P

UG
PVt -P com -

Bt ) (22)

The expression in (22) consists of two terms. The first 
term represents the cost incurred from the optimal schedul‐
ing of BESS operation. The second term depicts the poten‐
tial economic loss caused by penalties.

C. Knowledge-guided Data Enhancement Model

The knowledge-guided data enhancement model fine-tunes 
the training data of DEQ model based on the performance of 
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PBB model. In bidding tasks, the reliability of operational 
decisions often inversely relates to profitability. The data en‐
hancement aims for an optimal balance of reliability and 
profitability.

The actual income of HPP can directly evaluate the profit‐
ability of a strategy. Define PI in (23a) as the profitability of 
the bidding strategy.

PI = ICAct (qx) (23a)

The deviation between the actual income ICAct (qx) and 
the day-ahead expected income ICDA (qx) can evaluate the 
reliability of the bidding strategy. Let RI be the reliability in‐
dex of the bidding strategy, which is calculated as:

RI =
1

|ICAct (qx)- ICDA (qx)|
(23b)

A balance index of profitability and reliability PRBI is de‐
fined in (23c) to reflect the profitability and reliability bal‐
ance level. The knowledge-guided data enhancement mode 
is designed to edit the training set for the DEQ model to ap‐
proach the maximum PRBI.

PRBI =PI ×RI =
ICAct (qx)

|ICAct (qx)- ICDA (qx)|
(23c)

The data enhancement is based on the observed engineer‐
ing knowledge, i.e., higher extreme levels in the training da‐
ta set of DEQ model can increase the reliability of operation‐
al decision but reduce the profitability. Thus, approaching 
the maximum PRBI can be defined as a process of adjusting 
the extreme level of the dataset by executing the following 
five steps.

Step 1: calculate the extreme level for each sample in the 
original training set of DEQ model.

Step 2: sort the sample in the original training set with 
their extreme levels.

Step 3: replicate A copies of the original training set and 

drop out 
α
A + 1

´ 100% of the most extreme levels of the da‐

taset in the αth copied set.
Step 4: train the DEQ model with the original training set 

and A modified training sets to obtain A + 1 independent 
DEQ models. Use the original training set as input of A + 1 
DEQ + PBB models and obtain A + 1 sets of bids and sched‐
ules.

Step 5: calculate the A + 1 copies of PRBI based on bids 
and schedules from Step 4, and select the training set with 
the maximum PRBI as the enhanced dataset.

The data enhancement essentially employs grid search 
[39] to approach the maximum PRBI. Fundamentally, A is 
the number of the modified training sets. An increase of A 
results in denser grids, enhancing the precision of the search 
result but also raising the computation costs. Typically, se‐
lecting A is empirical, aiming to balance computational effi‐
ciency and the precision of the search result.

Remark 1: the data enhancement is performed in two 
modes separately. We assume the case where the income of 
the worst case is lower than the actual income is undesirable 
for users in risk-averse mode. Therefore, we set PRBI = 0 if 
the risk-averse mode is selected and ICAct (qx)- ICDA (qx)< 0.

Remark 2: the extreme level of a sample in Step 1 is de‐
fined as the entropy reduction to the dataset when the sam‐
ple drops out. Entropy reflects the disorder level of a datas‐
et. Following the definition, the extreme level Eextreme mea‐
sures the contribution of a sample to the disorder level of 
the dataset, as calculated in (24). Eentropy (Y - ξ) denotes the 
entropy of the training dataset matrix Y without ξ. The entro‐
py of a dataset can be estimated via the method [40].

Eextreme (ξ)=Eentropy (Y)-Eentropy (Y - ξ) (24)

IV. SOLUTION METHODOLOGY

The solution procedure of the proposed bidding strategy is 
illustrated in Fig. 2. To execute the solution procedure, we 
need the solution methodology of the PBB model in the risk-
averse and risk-neutral modes described below.

A. Solution Procedure of PBB Model in Risk-averse Mode

With any given P bid
t ³ 0, we always have (25a). Therefore, 

we set the equivalent price in risk-averse mode as (25b) for 
easy calculation.

-
ξ2t Î

ì
í
î

ü
ý
þ

ξ2t: min
ξ2tÎΞ2t
∑
tÎ T

(λ̂t + ξ2t )P
bid
t (25a)

ξ̇ RA
2t =-

ξ2t (25b)

According to (17e), we have P UG
PVt -P com -

Bt ³ 0. Similar to 
(25a), with any given P UG

PVt -P com -
Bt , we have (26a). The  

equivalent penalty in the risk-averse mode is set as (26b).

------
ξ3t Î

ì
í
î

ü
ý
þ

ξ3t: min
ξ3tÎΞ3t

ì
í
î

ü
ý
þ

-∑
tÎ T

(ρ̂ t + ξ3t )(P
UG
PVt -P com -

Bt ) (26a)

ξ̇ RA
3t =

------
ξ3t (26b)

Then, (18a) and (18b) can be reformulated as:

ì

í

î
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ï
ïï
ï

ï

ï

ï
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ï

ï

ObjRA
1 (q)=∑

tÎ T

(λ̂t + ξ̇
RA
2t )P bid

t -∑
tÎ T

cB (P arb +
Bt +P arb -

Bt )

ObjRA
2 (x)=-∑

tÎ T

(ρ̂ t + ξ̇
RA
3t )(P UG

PVt -P com -
Bt )-

∑
tÎ T

cB (P com +
Bt +P com -

Bt -P adjust
Bt )

(27)

According to the risk-averse mode, (27) can be cast as:

min
q

 {kTq + max
ξ1ÎΞ

1
F (qξ1 )} (28a)

s.t.

Nq ³ g (28b)

F (qξ1 )= min
xx-x+

 cT x    Gx ³ h -Eq -Mξ1 (28c)

x-x+ = 0 (28d)

x- =[x1x2x |T| ]+[x |T| + 1x |T| + 2x2|T| ] (28e)

x+ =[x3|T| + 1x3|T| + 2x4|T| ] (28f)

max{min(·)} in (19a) can be transferred to min(·)+max(·) 
in (28a) by adding a minus sign to the objective function. 
Formula (28b) is cast from (15a) - (15f) and (28c) is cast 
from (17a), (17b), and (17d)-(17i). Formulas (28d)-(28f) are 
cast from (17c) to squeeze the solution space.
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The model in (28a)-(28c) is a typical two-stage mix-inte‐
ger linear (MIL) problem that can be solved by C&CG algo‐
rithm [41]. The key challenge arises when integrating (28d)-
(28f) and the problem is transformed into a mixed-integer 
non-linear format, which is beyond the scope of the standard 
C&CG algorithm. To address this, we develop a tailored 
C&CG algorithm. Inspired by the C&CG algorithm, we de‐
compose (28a)-(28c) into a master problem (MP) and a sub‐
problem (SP). Building on the C&CG algorithm, constraints 
(28d)-(28f) are reformulated and added to both MP and SP. 
When solving SP, the critical scenarios of PV generation are 
identified. The identified scenarios are added to MP as gener‐
ated constraints to cut the solution space. The optimum can 
be obtained by solving MP and SP iteratively.

The MP associated with (28) is expressed as:

min
qηÎRxkÎR 5 ´ |T|

xk -xk +ÎR |T|

 {kTq + η}
(29a)

s.t.

Nq ³ g (29b)

η ³ cT xk      kÎK (29c)

Gxk ³ h -Eq -Mξ *k      kÎK (29d)

xk -xk + = 0      kÎK (29e)

xk - =[x k
1 x

k
2 ...x

k
|T| ]+[x k

|T| + 1x
k
|T| + 2...x

k
2|T| ]      kÎK (29f)

xk + =[x k
3|T| + 1x

k
|3T| + 2...x

k
4|T| ]      kÎK (29g)

where K ={12kmax }; and ξ *kÎ E represents the critical 
scenarios identified from the SP.

A new ξ *kmax is collected and stored in a set E =
{ξ *1ξ *2ξ *kmax }. xk is introduced to add the collected criti‐

cal scenarios to MP. To write (29) in a tractable form, (29e) 
can be equivalently converted as:

xk + £Mbigvmp (30a)

xk - £Mbig (1 - vmp ) (30b)

vmp (i) ensures one of xk - (i) and xk + (i) is 0, and thus (29e) 
can be met. By solving (29), the optimal solution q* can be 
obtained. Therefore, MP is reformulated as an MIL problem 
that can be solved by commercial solvers.

The SP associated with (28) can be expressed as:

Q(q* )= max
ξ1ÎΞ

1   
min
xx-x+

cT x (31a)

s.t.

Gx ³ h -Eq* -Mξ1 (31b)

(28d)-(28f) (31c)

The max-min problem in (31a) can be converted to (32a)-
(32f) using the Karush-Kuhn-Tucker (KKT) conditions.

Q(q* )= max
ξ1xπx

-x+
cT x (32a)

s.t.

Gx ³ h -Eq* -Mξ1      ξ1ÎΞ1 (32b)

GTπ £ c (32c)

(Gx - h +Eq* +Mξ1 )π = 0 (32d)

(c -GTπ)x = 0 (32e)

(28d)-(28f) (32f)

To handle (32d), (32e), and (28d), we further transfer (32) 
into (33), which is an MIL problem.

PBB action; DEQ action

Offline learning

Online application

Modified
training set 1

Original

training set

New forecast
Optimal bids and

schedules

Data enhancement

(Step 1-Step 3)

Enhanced training 

sets

Modified
training set A

Data enhancement

(Step 5)

DEQ learning

((1)-(10))

PBB model solving

((19) and (22) or

(21) and (22))

Parameter 

quantification

((11) or (12) 

 Solve PBB

Eq. (19),(22) or 

Eq . (21),(22)

Data enhancement

(Step 4)

DEQ learning

((1)-(10))

DEQ learning

((1)-(10))

and (13))

((19) and (22) or

(21) and (22))
((11) or (12)

and (13))

((19) and (22) or

(21) and (22))
((11) or (12)

and (13))

((19) and (22) or

(21) and (22))
((11) or (12)

and (13))

… …

DEQ learning

((1)-(10))

Parameter 

quantification

Parameter 

quantification

Parameter 

quantification

PBB model solving

PBB model solving

PBB model solving

Fig. 2.　Solution procedure of proposed bidding strategy.
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Q(q* )= max
ξ1xπx

-x+vsp1vsp2vsp3

cT x (33a)

s.t.

(28e) (28f) (32b) (32c) (33b)

(Gx - h +Eq* +Mξ1 )£Mbigvsp1 (33c)

π £Mbig (1 - vsp1 ) (33d)

(c -GTπ)£Mbigvsp2 (33e)

x £Mbig (1 - vsp2 ) (33f)

x+ £Mbigvsp3 (33g)

x- £Mbig (1 - vsp3 ) (33h)

The process of the tailored C&CG algorithm is shown in 
algorithm 1.

To summarize, Algorithm 1 describes the procedure for 
solving (28a)-(28f).

Remark 3: KKT condition-induced complementary con‐
straints (33c)-(33f) notably elevate computation time [42]. In 
the tailored C&CG algorithm, (33g) and (33h) squeeze the 
solution space of x, thus reducing the computational burden 
from complementary constraints (33c)-(33f).

B. Solution Procedure of PBB Model in Risk-neutral Mode

The equivalent price and penalty in risk-neutral mode are 
defined as:

ξ̇ RN
2t =∑

r

γr (λ̂t + ξ2tr ) (34a)

ξ̇ RN
3t =∑

r

γr (λ̂t + ξ3tr ) (34b)

Therefore, (20a) and (20b) can be reformulated as:
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ObjRN
1 (q)=∑

tÎ T

(λ̂t + ξ̇
RN
2t )P bid

t -∑
tÎ T

cB (P arb +
Bt +P arb -

Bt )

ObjRN
2 (x)=-∑

tÎ T

(ρ̂ t + ξ̇
RN
3t )(P UG

PVt -P com -
Bt ) -

∑
tÎ T

cB (P com +
Bt +P com -

Bt -P adjust
Bt )

(35)

Cast the PBB model in risk-neutral mode (21a)-(21d) and 
(35) as:

min
q

kTq +Eξ1
(F(q ξ1 )) (36a)

s.t.

Nq ³ g (36b)

F(qξ1 )= min
x x-x+

cT x    Gx ³ h -Eq -Mξ1 (36c)

x-x+ = 0 (36d)

x- =[x1x2...x |T| ]+[x |T| + 1x |T| + 2...x2|T| ] (36e)

x+ =[x3|T| + 1x |3T| + 2...x4|T| ] (36f)

Prepare ξ1r (rÎR) via scenario generation in (11). The 
model in (36a)-(36f) can then be reformulated as a tractable 
form, as defined in (37a)-(37f). To reformulate (36c), we in‐
troduce the auxiliary variable βr to rewrite the minimum of 
(36c) as (37c). We transfer (36d)-(36f) to (37e)-(37f) by us‐
ing the big-M method. Therefore, the PBB model in risk-neu‐
tral mode is reformulated as a solvable MIL problem.

min
qβÎR |R|xrÎRvRNÎ{01}|T|

 kTq +
1

|R|∑rÎR

βr (37a)

s.t.

Nq ³ g (37b)

βr ³ cT xr (37c)

Gxr ³ h -Eq -Mξ1r (37d)

[xr3|T| + 1xr|3T| + 2...xr4|T| ]£MbigvRN (37e)

[xr1xr2...xr|T| ]+[xr|T| + 1xr|T| + 2...xr2|T| ]£Mbig (1 - vRN )
 (37f)

V. NUMERICAL RESULTS

This section reports numerical results. We first use a repre‐
sentative one-day case to demonstrate the execution of the 
proposed bidding strategy. Then, the proposed bidding strate‐
gy is tested with a one-year dataset. We separate the one-
year dataset into a training set (181 days of the data) and a 
testing set (184 days of the data). The training set will dem‐
onstrate offline learning with the KDCL framework. The test‐
ing set will analyze the economic performance of the pro‐
posed bidding strategy.

The HPP used in the simulation contains a 21 MW PV 
and a 10 MW/10 MWh BESS. The characteristics of the 
BESS are the same as those in [43]. The PV data of the 
HPP, including the forecast and actual data, are taken from 
the National Renewable Energy Laboratory (NREL) solar 
power data [44]. Specifically, we select data from a PV site 
at 40°51'00.0"N 73°51'00.0"W, near the New York Metropol‐
itan area. Additionally, we collect the data of the clearing 
price and under-generation penalty from New York Indepen‐
dent System Operator (NYISO) historical dataset for the 
same year as the PV data [45], focusing on the New York 
City zone. The under-generation penalty is calculated based 
on the NYISO service tariff policy [46]. We conduct the 
price and penalty forecasts separately based on model A in 
[47] to obtain the forecast data. We list major related param‐
eters in Table I. All case studies are conducted with an Intel 

Algorithm 1: tailored C&CG algorithm

Initialization: lower bound LB =−¥, upper bound UB =+¥, kmax = 1, and K =
{·}, E ={·}.

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

Output: q*, x*

  Solve (10) and obtain the uncertainty sets by (13)

  while |UB−LB| is large than tolerance TOL do

     Solve MP and obtain the optimum q* and η*

     LB = kTq* + η* 

     Solve SP to obtain optimum x* and critical scenario ξ *kmax

     UB =min{UBkTq* +Q(q* )} 

     if |UB−LB|⩽TOL break

     else kmax = kmax + 1, K ={K kmax }, E ={E ξ *kmax } 

     end if

  end while
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Core i7 CPU using CVX + Gurobi as the solver. The kernel-
hyperparameters of DEQ model are optimized using the 
MATLAB Bayesian Optimization toolbox [49].

A. Results Based on One-day Case

Figure 3 shows the day-ahead forecast and actual values 
of PV generation, market price, and under-generation penal‐
ty, which are the inputs of the proposed bidding strategy.

The output of the proposed bidding strategy is shown in 
Fig. 4. As shown in Fig. 4, the curves of bidding quantities 
in the two modes are similar in trend. Bidding quantities in 
both modes reach their first peak during 10:00-11:00 and the 
second peak during 14: 00-15: 00. However, it can be ob‐
served that the decision bids more power in the risk-neutral 
mode throughout the day than in the risk-averse mode. 
Meanwhile, we can see that risk-averse and risk-neutral 

modes reserve power during 14:00-15:00 because the under-
generation penalty reaches its peak all day. We also observe 
that most stored power throughout the day is reserved for un‐
der-generation in the risk-averse mode. On the contrary, the 
decision in risk-neutral mode prefers using BESS for arbi‐
trage.

Figure 5 depicts the hourly bidding prices in risk-averse 
and risk-neutral modes. 

As discussed in Section III-B, the bidding prices quantify 
the under-generation risk of an HPP schedule in monetary 
terms. The risk-averse mode has near-zero bidding prices as 
it is conservative and includes sufficient reserves. Naturally, 
the risk-neutral mode corresponds to high bidding prices. 
Bidding prices in the risk-averse mode are notably lower 
than those in the risk-neutral mode all day, which means the 
bidding prices in risk-averse mode are more likely to be ac‐
cepted. From the grid perspective, these bidding prices en‐
able the operator to hedge against the risk of PV generation 

TABLE I
RELATED PARAMETER SETTING

Parameter

ηcηd

E Day
t

cB

P max
PV

P max
B

Emax

Mbig

ϵ

Tolerance of |UB - LB| in C&CG algorithm
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E 1
1 =0%, E n + 1

1 =E n
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Fig. 3.　Day-ahead forecast and actual values. (a) PV generation. (b) Mar‐
ket price. (c) Under-generation penalty.
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shortage, facilitating the practical participation of more HPPs 
in the market.

B. Adaptiveness to Varying Under-generation Penalty

In diverse regions and power pools, the unit price of un‐
der-generation penalties can vary markedly, sometimes by  
multiplying several multiples based on specific rules for re‐
newable resources [50]. This highlights the necessity for 
HPPs to adaptively adjust operational modes and decisions 
in response to penalties. In this context, we compare deter‐
ministic bidding, PBB model in risk-averse mode, and PBB 
model in risk-neutral mode using the case in Section VI, con‐
sidering scenarios where the under-generation penalty varies. 
Deterministic bidding optimizes the expected income by uti‐
lizing forecast values as static inputs.

Figure 6 shows the impact of varying under-generation 
penalties on three models. A near-linear decrease in income 
of the deterministic bidding is noted as the penalty increas‐
es, along with a near-linear growth in the penalty of the de‐
terministic bidding. Excessive penalties even lead to nega‐
tive profitability with the deterministic bidding. The income 
in the risk-neutral mode also trends downwards as the penal‐
ty increases, yet at a markedly reduced pace relative to the 
income of deterministic bidding. This slower decline is cred‐
ited to integrating penalties into the PBB model formulation. 
Therefore, the PBB model can actively reduce bidding quan‐
tities based on penalties to mitigate under-generation risks, 
as shown in Fig. 7. the PBB model in risk-averse mode that 
employs conservative bidding initially underperforms in low-
penalty settings. However, with the rise in penalties, the 
PBB model in risk-averse mode gradually emerges as the 
best profitability and reliability strategy.

C. Analysis of Uncertainty Sets

The scatter plot of 181×24 forecast errors in training set 
and 184×24 forecast errors in testing set are shown in Fig. 
8(a) and Fig. 8(b), respectively. It is observed that the train‐
ing and testing errors generally share similar distribution pat‐
terns, but some differences still exist. For example, the test‐
ing errors have a wider distribution on ξ2 axis.

Figure 8(c) and (d) shows the static data-driven uncertain‐
ty sets of training and testing errors, respectively. The static 
data-driven uncertainty set is sparse because it wants to cov‐
er extreme samples. The uncertainty set of DEQ model over‐
comes the drawback of the static data-driven uncertainty set. 
Considering the uncertainty set of DEQ model is constantly 
changing, we use the uncertainty set of DEQ model to visu‐
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alize the dynamics of DEQ model uncertainty sets, as de‐
fined in (38). Figure 8(e) and (f) shows uncertainty set of 
DEQ model of training and testing errors, respectively. Note 
that the testing errors are unseen data for the DEQ model. 
The union set of DEQ model has included most errors fol‐
lowing the risk level setting without creating too much re‐
dundancy. The shape of the union set of DEQ model varies 
conspicuously to adapt to the error distribution. As observed 
in Fig. 8(a) and (b), testing errors have a wider distribution 
than training errors on ξ2 axis. Correspondingly, Fig. 8(e) 
and (f) shows that the union set of DEQ model covers a 
broader range on ξ2 axis. The flexibility and accuracy of 
union set of DEQ model can boost the income of the HPP.

ΞUnion =Ξ1Ξ2Ξ181 ´ 24 or 184 ´ 24 (38)

D. Offline Learning of KDCL Framework

In the offline learning of KDCL framework, the data en‐
hancement is applied to the training set following the five 
steps in Section III-C. To balance the computational efficien‐
cy and outcome precision, A is set to be 10. Namely, we 
will have 11 modified/candidate training sets after Step 3. 
Step 4 and Step 5 calculate PRBI for 11 candidate sets based 
on the unmodified training set to select the data-enhanced 
training set. The calculation results are depicted in Fig. 9.

Figure 9(a) shows the enhancement results in the risk-
averse mode. It is observed that both the worst-case and vali‐
dated incomes rise with the dropout of the extreme cases 
from the training set. The worst-case and validated income 
curves intersect at 20%-30% dropout percentages, indicating 
that the risk-averse mode is no longer satisfied with a 30% 
dropout percentage. We note that beyond a 30% dropout per‐
centage, the gap between worst-case and validated income 

widens, suggesting a reduced strategy robustness. Based on 
the setting in Remark 1, the candidate sets with 30%-90% 
dropout percentages have PRBI=0 as the worst-case incomes 
are higher than validated incomes. The candidate set with a 
20% dropout percentage is chosen as the enhanced data for 
its highest PRBI.

Figure 9(b) shows the enhancement results in the risk-neu‐
tral mode. We observe that both expected and validated in‐
comes converge, yet at different dropout percentages. The ex‐
pected incomes converge later than validated incomes. To 
avoid the unnecessary loss of the reliability, the highest PR‐
BI falls on the converging point of validated incomes.

E. Economic Performance Analysis

We compare six bidding strategies listed in Table II. As 
part of this comparison, we obtain validated income of HPP 
based on the following assumptions.

1) Bids can be accepted only if the bidding prices are low‐
er than the market clearing price.

2) The market clearing price can be that of selling power.
3) The under-generation penalty can be received once the 

HPP fails to deliver the committed power to the grid.
4) Testing data are unseen to DEQ model in the offline 

learning.
Table III summarizes the incomes of test set in the risk-

averse mode. We observe that all validated incomes are high‐
er than the corresponding worst-case incomes, which shows 
the robustness of the proposed bidding strategy (strategy 5). 
We also find that the PBB model, the DEQ model, and the 
KDCL framework all positively affect the profitability of 
HPP. Table IV summarizes the incomes of test set in the risk-
neutral mode. It shows the same advantage of the proposed 
bidding strategy we observed in Table III. Meanwhile, we 
notice that selecting the risk-averse mode would inevitably 
sacrifice potential incomes. Compared with the results in the 
risk-averse mode, the expected income and validated income 
of strategy 5 in risk-neutral mode are close to the ideal opti‐
mum.

0 10 20 30 40 50 60 70 80 90
Dropout percentage (%)

0 10 20 30 40 50 60 70 80 90
Dropout percentage (%)

(a)

(b)

5

6

7

8

9

10

In
co

m
e 

(1
0

5
 $

)

7

8

9

10

11

12

In
co

m
e 

(1
0

5
 $

)

0

100

200

300

400

500

600

700

800

P
R
B
I

Expected income

Validated income

PRBI

Expected income

Validated income

PRBI

-5

0

5

10

15

20

25

30

35

40

P
R
B
I

Fig. 9.　Results of data enhancement model in offline learning. (a) Incomes 
and PRBIs for candidate training sets in risk-averse mode. (b) Incomes and 
PRBIs for candidate training sets in risk-neutral mode.

TABLE II
COMPARISION OF SIX BIDDING STRATEGIES

Strategy No.

1

2

3

4

5

6

Error quantification

Static

Static

Static

DEQ

DEQ + KDCL

100% accurate forecast

Bidding model

RO bidding model [11]

SO bidding model [6]

PBB model

PBB model

PBB model

Deterministic model

TABLE III
INCOMES OF TEST SET IN RISK-AVERSE MODE

Strategy No.

1

3

4

5

6

Worst-case income ($)

0.80×105

1.63×105

6.05×105

7.78×105

12.16×105

Validated income ($)

0.97×105

1.96×105

6.30×105

7.94×105

12.16×105
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F. Computation Time Analysis

Table V lists the computation time of different bidding 
strategies. It shows that integrating under-generation penal‐
ties into the bidding model increases the computation time. 
However, by squeezing the solution space, the tailored 
C&CG algorithm can significantly improve the computation 
efficiency of PBB model in risk-averse mode compared with 
the original C&CG algorithm.

VI. CONCLUSION

This paper introduces a KDCL framework to align the op‐
timization objectives of models in knowledge-data-combined 
strategies. We apply and verify the KDCL framework in the 
context of the HPP bidding problem. Additionally, we pro‐
pose a data-driven DEQ model and a knowledge-driven PBB 
model specific to the HPP bidding problem. Case studies 
based on the data of NREL and NYISO are conducted. In 
the simulations, the PBB (strategy 3), DEQ + PBB (strategy 
4), and DEQ + PBB + KDCL (strategy 5) outperform the 
baseline by 9.9%, 16.2%, and 20.7% in half-year validated 
income, respectively. Moreover, the DEQ model shows bet‐
ter adaptivity and flexibility than static models in capturing 
the forecast errors of PV generation, market price, and under-
generation penalty. Case studies also demonstrate that the 
KDCL framework can automatically compute the dropout 
percentage of the training set and generate enhanced data. 
The effectiveness of KDCL framework in the HPP bidding 
problem verifies it can enhance the overall performance of 
knowledge-data-combined strategies.

In future work, we will analyze the automatic selection 
criteria for the operation mode of the bidding model.
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