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Abstract——With the proliferation of advanced communication 
technologies and the deepening interdependence between cyber 
and physical components, power distribution networks are sub‐
ject to miscellaneous security risks induced by malicious attack‐
ers. To address the issue, this paper proposes a security risk as‐
sessment method and a risk-oriented defense resource alloca‐
tion strategy for cyber-physical distribution networks (CPDNs) 
against coordinated cyber attacks. First, an attack graph-based 
CPDN architecture is constructed, and representative cyber-at‐
tack paths are drawn considering the CPDN topology and the 
risk propagation process. The probability of a successful coordi‐
nated cyber attack and incurred security risks are quantitative‐
ly assessed based on the absorbing Markov chain model and 
National Institute of Standards and Technology (NIST) stan‐
dard. Next, a risk-oriented defense resource allocation strategy 
is proposed for CPDNs in different attack scenarios. The trade-
off between security risk and limited resource budget is formu‐
lated as a multi-objective optimization (MOO) problem, which 
is solved by an efficient optimal Pareto solution generation ap‐
proach. By employing a generational distance metric, the opti‐
mal solution is prioritized from the optimal Pareto set of the 
MOO and leveraged for subsequent atomic allocation of de‐
fense resources. Several case studies on a modified IEEE 123-
node test feeder substantiate the efficacy of the proposed securi‐
ty risk assessment method and risk-oriented defense resource al‐
location strategy.

Index Terms——Coordinated cyber attack, defense resource al‐
location, multi-objective optimization, power distribution net‐
work, security risk assessment.

I. INTRODUCTION 

IN order to effectuate a reliable and efficient power sup‐
ply, power distribution networks have gradually evolved 

into cyber-physical distribution networks (CPDNs) with the 
accelerating development of smart grids [1], [2]. As a result, 
the observability and controllability of CPDNs are greatly en‐
hanced by the bidirectional interaction between cyber and 
physical constituents. However, the relatively inadequate de‐
fense means of CPDNs can hardly isolate cyberspace risks 
from the physical system, thereby allowing potential cyber 
attackers to exploit exposed vulnerabilities to damage critical 
system facilities [3], [4]. Therefore, it is indispensable to ac‐
curately assess the operational security risk and reasonably 
distribute restricted defense resources for CPDNs.

In the context of CPDN that is subject to potential cyber-
attack threats, security risk can be generally seen as a com‐
prehensive measure of the occurrence probability and severi‐
ty of attacks. Existing security risk assessment methods can 
be broadly categorized into two groups, i. e., risk modeling 
[5]-[9] and quantification [10]-[14]. In the former group, the 
security risk assessment for state estimation was devised as 
a mixed-integer linear programming problem [5]. A Bayes‐
ian-regime-based risk assessment model was proposed for 
gauging security implications by using the epidemic model 
and optimal load shedding ratio [6]. Denial-of-service (DoS) 
attacks, known as their capability of jamming cyber commu‐
nication networks, have drawn much attention in the realm 
of cyber-physical systems, e.g., sampled-data control [7] and 
stability analysis [8]. From a game-theoretic point of view, a 
risk assessment framework was established for power sys‐
tems with external DoS attacks [9]. However, previous stud‐
ies mainly focus on exploring risk modeling methods under 
single-domain attacks, indicating a lack of consideration for 
complex coordinated attacks in an ever-evolving environ‐
ment.

For risk quantification methods, the semi-Markov process 
model was utilized to delineate the process of cyber attacks 
against the supervisory control and data acquisition (SCA‐
DA) system [10], [11]. Involving the feeder automation sys‐
tems, an entropy-like risk quantification approach was devel‐
oped for CPDNs [12]. In [13], the cyber intrusion process 
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against substations was emulated by generalized stochastic 
Petri nets, whereby the security risk was quantified by the 
product of successful intrusion probability and load loss 
[13], [14]. In general, the risk provoked by cyber attacks can 
be well evaluated by the studies above. Nonetheless, the im‐
pact of defense resources (also called hardening measures) 
on the risk propagation process has yet to be further investi‐
gated.

To ensure robust cyber-physical interaction and mitigate 
security risks, researchers have begun probing how to allo‐
cate defense resources [15]-[20], which can be seen as an in‐
clusive abstraction of invested physical facilities and defense-
related software. With the goal of improving observability 
and state estimation accuracy, optimal phasor measurement 
unit (PMU) placement methods have been developed under 
cyber attacks, e.g., [15], [16], but the demerit is that deploy‐
ing PMUs cannot fundamentally protect CPDNs from cyber 
attacks (considering the spoofing of global positioning sys‐
tem) and introduces additional investment. For fortifying op‐
eration reliability, robust optimization techniques were adopt‐
ed to allocate line defense resources and distributed genera‐
tors against multi-period attacks [17]. When it comes to the 
transmission level, an actuarial insurance principle was de‐
signed to incentivize the optimal defense resource allocation 
as a Stackelberg security game [18]. Likewise, a two-layer 
defense resource allocation framework was established con‐
sidering bounded rationalities in the attack-defense game 
[19]. In [20], the risk incurred by cyber attacks was quanti‐
fied via the success rate, and optimal allocation methods 
with a fixed risk value and limited budget were presented re‐
spectively. However, the aforementioned studies either focus 
on small-scale microgrids [17] or devise game-theoretic mod‐
els for generator-dominated transmission power grids [18], 
[19], which yield restricted applicability in CPDNs with un‐
balanced features and deeply intertwined cyber-physical com‐
ponents. Complex cyber topology and analyses of the cyber-
attack process were not considered in [20], which led to an 
over-idealized risk assessment result and the defense re‐
source was simply allocated according to the risk value pro‐
portionally. Moreover, the majority of previous studies pre‐
sume that system measurements can be fully protected in the 
presence of cyberspace threats, but such an assumption is 
not feasible for practical CPDNs. It is more reasonable to as‐
sume that the ability of a measurement to withstand cyber at‐
tacks depends on the amount of deployed defense resources. 
In this regard, how to optimize the allocation settings (e.g., 
the resource budget and allocation precision) and prioritize 
the optimal solution from the suboptimal strategy set are the 
key issues that need to be resolved in further research.

Driven by the limitations and challenges above, this paper 
proposes a security risk assessment method and a risk-orient‐
ed defense resource allocation strategy for CPDNs. Evolving 
from existing studies that mainly consider single-domain at‐
tacks, the proposed method takes into account the risk propa‐
gation process and vulnerabilities of system measurements 
according to the attack graph-based CPDN architecture. 
Based on an absorbing Markov chain model, the CPDN se‐
curity risk is quantified under coordinated cyber attacks that 
aim to corrupt pseudo and real-time measurements. The de‐

vised resource allocation strategy is risk-oriented following 
the previous security risk assessment results. By solving a 
multi-objective optimization (MOO) problem, the optimal de‐
fense resource allocation setting is prioritized via a genera‐
tional distance metric and leveraged for the atomic alloca‐
tion approach. Overall, the contributions of this paper are 
mainly threefold:

1) A security risk assessment method for CPDN is pro‐
posed under coordinated cyber attacks, in which the probabil‐
ity of a successful attack and provoked security risk are 
quantitively evaluated based on the constructed attack graph-
based CPDN architecture and representative cyber-attack 
paths.

2) A risk-oriented defense resource allocation strategy is 
designed to mitigate the quantified security risk. Specifically, 
the formulated MOO problem addresses the trade-off be‐
tween security risk and limited resource budget, which is 
solved by an efficient optimal Pareto solution generation ap‐
proach.

3) An atomic allocation approach for defense resources is 
developed to further alleviate the overall system risk, in 
which the limited budget is divided into atomic units and it‐
eratively deployed to the measurement with the highest risk 
reduction.

The remainder of this paper is structured as follows. Sec‐
tion II presents the preliminaries and problem formulation. 
Section III details the proposed security risk assessment 
method. The risk-oriented defense resource allocation strate‐
gy is given in Section IV. Case studies are shown and ana‐
lyzed in Section V. Finally, Section VI concludes the paper.

II. PRELIMINARIES AND PROBLEM FORMULATION 

A. CPDN Structure

Fueled by the proliferating information and communica‐
tion technologies (ICTs) and advanced metering infrastruc‐
tures (AMIs), distribution networks are transforming into CP‐
DNs with deep cyber-physical coupling. The schematic dia‐
gram of CPDN is displayed in Fig. 1, which can be general‐
ly divided into two parts: physical and cyber layers. The 
physical layer includes transformers, distribution lines, feed‐
er switches, circuit breakers, plug-in electric vehicles, and 
virtual plants (i. e., the aggregation of wind turbines, photo‐
voltaics, and controllable energy storage devices), etc. The 
cyber layer is comprised of communication software, proto‐
cols, cyber network topology, and other ICT equipment.

As shown in Fig. 1, the typical CPDN can be described as 
a three-layer hierarchical nested structure. The bottom physi‐
cal layer contains the user-side feeder and other primary 
equipment components, as well as intelligent electronic de‐
vices (IEDs), feeder terminal units (FTUs), and intelligent 
terminals. The intermediate access layer adopts mixed com‐
munication technologies, e. g., Ethernet passive optical net‐
work (EPON), Ethernet with transmission control protocol/
Internet protocol (TCP/IP), and wireless public/private net‐
work, to exchange command and response between distribu‐
tion substations and terminal units in the physical layer. In 
general, the reliability of access and physical layers is rela‐
tively lower than that of the backbone layer. The topmost 
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backbone layer (i.e., backbone network) located in the mas‐
ter station is comprised of the SCADA, management infor‐
mation system (MIS), energy management system (EMS), 
and man-machine interface, thereby realizing advanced func‐
tionalities such as energy management, feeder automation, 
mobile connectivity, and human-computer interaction. Based 

on synchronous digital hierarchy (SDH) or multi-service 
transport platform (MSTP), the backbone network is 
equipped with the highest level of security protection and is 
remotely connected to downstream substations via switches 
and routers.

B. Coordinated Cyber Attacks Against CPDN

While the observability and controllability of the network 
are significantly upgraded by advanced ICTs and widely de‐
ployed AMIs, CPDN is also becoming more susceptible to 
external security risks caused by malicious attacks, which 
can be categorized according to their targets (e. g., substa‐
tions, communication links, and physical terminals) into two 
types: cyber attacks and physical attacks [3], [21].

From the perspective of system operators, to mitigate the 
mounting cybersecurity threats, intrusion detection systems 
(IDSs) and firewalls are massively deployed for the back‐
bone layer, which operates in a relatively isolated manner 
with a very limited number of channels that adversaries can 
exploit (see Case 1 in Fig. 1). Owing to the relatively low 
security of the access layer, attackers can take advantage of 
the security loopholes to invade the cyber network (see Case 
2 in Fig. 1), thereby launching data replay, jamming, DoS, 
man-in-the-middle, and other cyber attacks to interfere the 
cyber-physical interaction and jeopardize operation reliabili‐
ty. Meanwhile, the broadly distributed IEDs, lines, feeder 
switches, and breakers can be leveraged by adversaries to 
initiate data manipulation, line overload, topology, and other 
physical attacks (see Case 3 in Fig. 1), so as to falsify the 
system topology and parameters to vandalize the decision-
making strategies in the master station. Considering the com‐
pulsory N - 1 and N - 2 security checks of CPDN, attackers 
tend to randomly combine multiple cyber and physical at‐
tacks in Cases 2 and 3 under different spatial and temporal 
conditions to boost the severity and success probability [22], 
thus exposing CPDN to superimposed and intensified securi‐
ty risks. In this study, such a combined attack is defined as a 
coordinated cyber attack.

III. PROPOSED SECURITY RISK ASSESSMENT METHOD 

Referring to previous records of major outage events [22], 
antagonistic attacks aiming at damaging power grids typical‐
ly exhibit a coordinated nature. However, prevailing security 
risk assessment methods have difficulty in evaluating the co‐
ordinated risk and the corresponding propagation path. To 
bridge the gaps, this section proposes a security risk assess‐
ment method for CPDN in the presence of coordinated cyber 
attacks.

A. Probabilistic Analysis of Successful Attacks

Note that the access and physical layers in CPDN are 
more susceptible to external security threats, thereby differ‐
ent kinds of cyber and physical attacks under Cases 2 and 3 
in Fig. 1 can be arbitrarily combined to form a coordinated 
cyber attack, which is taken as the focus of this study. Be‐
sides, this study aims to develop defense countermeasures 
against cyber attacks that compromise load profiles and real-
time measurements, which are critical for situation aware‐
ness and reliable system operation. Since distribution lines, 
feeder switches, and circuit breakers are spread over a large 
geographical area in the physical layer, it is rather challeng‐
ing to coordinate multiple physical attacks simultaneously 
under different spatial conditions [23]. Therefore, IEDs con‐
nected to the access layer are more easily exploited by antag‐
onists to achieve data manipulation attacks. In accordance 
with Fig. 1, we presume routers, substations, access net‐
work, and IEDs (nodes/devices with relatively weak harden‐
ing measures) as potential coordinated cyber-attack portals.

To characterize the cross-domain security risk propagation 
process triggered by coordinated cyber attacks against load 
profiles and real-time measurements, two representative 
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graph-based cyber-attack paths consisting of logical nodes 
and topology are drawn in Fig. 2. As can be observed, poten‐
tial cyber attacks commenced from the router, substation, ac‐
cess network, and IED are denoted by the orange nodes. CP‐
DN nodes/devices are represented by the blue nodes, which 
are denoted as logical nodes in the sequel. Communication 
networks and the attack target are marked by green nodes 
and red dashed circles, respectively. Arrows in different col‐
ors show the direction of security risk propagation. For each 
attack portal, a certain number of security loopholes are as‐
sumed to be exploitable, thus constructing the subsequent 
propagation path. However, it should be noted that the num‐
ber of loopholes that need to be exploited to form an attack 
path should be as few as possible considering the attacker’s 
limited attack means. Thus, it is reasonable to assume that 
after infiltrating the loophole at the entry point in Fig. 2, the 
attacker is likely to manipulate the attack to propagate 
through the black arrows (i. e., the transition probability be‐
tween logical nodes) in sequence [24], instead of continuing 
to exploit intractable security loopholes.

1)　Selection of Attack Portals
Malicious cyber attackers can randomly pick attack por‐

tals and exploit the corresponding security loopholes to cap‐
ture the control permissions. In CPDN, the logical nodes are 
assumed to be independent of each other, namely, the infiltra‐
tion of a specific portal does not affect the attack path 
formed by other portals. Therefore, it is presumed that: ① 
the selection of attack portals is independent of each other; 
and ② an attack path can only be formed from a single at‐
tack portal. In this way, the attacker can intercept and spoof 
data packets to eavesdrop or falsify the load profile/real-time 
measurement starting from the orange arrows in Fig. 2. The 
following constraint specifies the probability range of an at‐
tack portal being selected:

PRiPSubiPIEDiPANiÎ[01] (1)

where PRi, PSubi, PANi, and PIEDi are the independent proba‐
bilities of router, substation, access network, and IED being 
designated to form a specific attack path i, respectively.
2)　Selection of Security Loopholes

The yellow nodes and purple arrows in Fig. 2 represent 
the inherent security loopholes of portals and the selected 
probabilities, respectively. However, the differences in the 
availability of different security loopholes will also lead to 
the attacker’s varying intrusion choices. That is, the higher 
the exploitability, the greater the probability of security loop‐
holes being selected by the attacker. Therefore, for a single 
attack path, we define the likelihood of a loophole being 
chosen as the ratio of its exploitability to the sum of the ex‐
ploitability of all adjacent loopholes, which is expressed as:

PSel (Lj )= PExp (Lj ) ∑
j = 1

nL

PExp (Lj ) (2)

where PSel (Lj ) and PExp (Lj ) are the selected probability and 
exploitability of the security loophole Lj, respectively; and 
nL is the total number of loopholes (j = 12nL) at a specif‐
ic portal.
3)　Exploitability of Security Loopholes

The exploitability of security loophole Lj (i.e., PExp (Lj )) is 
represented by the green arrows in Fig. 2. Analytically, 
PExp (Lj ) is related to the access vector (AV), access complex‐
ity (AC), and authentication (AU) under the common vulner‐
ability scoring system (CVSS) standard [25], [26]. Besides, 
the exposure duration of loopholes tLj

 also exerts a signifi‐

cant influence on PExp (Lj ). Taking into account the factors 
above, the Pareto distribution and CVSS standard are lever‐
aged to describe the exploitability of security loopholes [27], 
which can be expressed as:

PExp (Lj )=[1 - (k1 /tLj
)k2 ]C AV

Lj
C AC

Lj
C AU

Lj
(3)

where k1 and k2 are the scale and shape parameters, respec‐
tively; and C AV

Lj
, C AC

Lj
, and C AU

Lj
 are the AV, AC, and AU 

scores of Lj under the CVSS standard, respectively.
4)　Transition Probability Between Logical Nodes

The black arrows in Fig. 2 indicate the transition probabil‐
ity between logical nodes, which is pertinent to the vulnera‐
bility of communication links and attack resources available 
to the adversary. In this study, the specific tools or technical 
levels the attacker possesses are considered as the attack re‐
source and its practical significance will be detailed in Sec‐
tion III-B. Analogous to the equipment failure setting in [10] 
and [28], this study adopts the exponential function to model 
the relationship between the vulnerability of communication 
links and offensive resources. Formally, for the ith attack 
path, the transition probability within the communication 
link between logical nodes is:

P Tr
i (r A

i )= 1 - e-λir
A
i     0 <P Tr

i (r A
i )£ 1 (4)

where r A
i  is the disposed attack resource for a single attack; 

and λi is the scaling coefficient, which yields λi =-ln(1 -
AFi )/ACi. The fraction AFi satisfies 0 <AFi £ 1, and ACi indi‐
cates the attacker’s cost for exploiting the vulnerability of 
the communication link.
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5)　Success Probability of Multiple Attack Paths
To derive the probabilistic expression for cyber-attack 

paths shown in Fig. 2, this study constructs the attack graph 
based on the absorbing Markov chain model [29] as it en‐
compasses the following properties: ① an attack graph con‐
tains at least one absorbing state; and ② in an attack graph, 
starting from every state, one can eventually reach an absorb‐
ing state.

Attack portals and the pseudo/real-time measurements in 
Fig. 2 are defined as the initial state and attack target (i. e., 
the absorbing state), respectively, and other logical nodes are 
defined as transient states. Once a single attack reaches the 
absorbing state, CPDN is considered to be in a compromised 
state. As a result, the system remains in this state until secu‐
rity practitioners react to eliminate the anomaly.

Combining (1)-(4), the transition probabilities between dif‐
ferent logical nodes can be calculated, thereby constituting 
the transition matrix of an absorbing Markov chain as:

Ctrans =
é
ë
êêêê ù

û
úúúúT A

0 I
ÎR(t + a)´(t + a) (5)

where AÎRt ´ a and TÎRt ´ t are the matrices of a absorbing 
states and t transient states, respectively; and I is the identity 
matrix.

Recall the Property ② above, the probability that the 
chain will be absorbed always equals one. Hence, when the 
cardinality of states n®¥, we have T n® 0. For the canoni‐
cal form (5) of absorbing Markov chain Ctrans, the matrix I -
T has an inverse Inv = (I -T)-1 = I +T +T 2 +T 3 +, which 
is the fundamental matrix of Ctrans. To measure the likeli‐
hood of a single attack eventually reaching the absorbing 
state, Inv and A in the canonical form (5) are used to calcu‐
late the success probability of each attack path Q = Inv ×A. 
The element qij signifies the probability of being absorbed 
by state j given an initial state i. Therefore, Q can be de‐
scribed as Q = (I -T)-1 A, which is derived by successively 
multiplying the selected probability, loophole exploitability, 
and logical node transition probabilities (1)-(4).

Different attack paths can be elaborately combined for a 
single attack target to reconfigure the load profile or real-
time measurements. Thus, it is assumed that multiple attack 
paths can be exploited concurrently and the success probabil‐
ity of a single attack path is independent of each other. As a 
result, the success probability of multiple attack paths can be 
calculated:

Pm =∑
i = 1

NP

Q{i}=∑
i = 1

NP

(I -T{i} )-1 A{i} (6)

where NP is the number of all possible attack paths for com‐
promising the mth attack target; Q{i} is the success probabili‐
ty; and T{i} and A{i} are the matrix quantities (which have 
been defined above) corresponding to the ith attack path.

B. Security Risk Assessment

As illustrated in Section III-A, specific approaches and 
skill levels of an attacker are considered as the attack re‐
source. Similarly, the defense resource can be represented by 
the degrees of practical defense means. To evaluate the risk, 
the attack and defense resources need to be quantified by the 

same metric considering the practical significance. That is, 
all attack and defensive means can be evaluated by the mon‐
etary value.

Practical security controls, e.g., IDSs, firewalls, anti-virus 
software/hardware, and data integrity checking software, re‐
quire significant monetary expense to be effective. Likewise, 
a great amount of monetary expenditure is indispensable for 
antagonists to elaborate on valid attack strategies. Therefore, 
the practical significance of the amount of attack/defense re‐
sources is defined by the monetary value, and the base num‐
ber of a resource unit can be presumed as one thousand or 
one million in any currency. In this way, the attacker/system 
operator can quantify the employed intrusion techniques or 
security controls via dividing their monetary investments by 
the base number of a resource unit, so as to derive the di‐
mensionless resource value.

Since the attack in this study targets load profiles and real-
time measurements, the attack resource is represented by the 
relative cost of exploiting loopholes and executing attacks 
for a cyber intrusion, while the expense required (i.e., invest‐
ed physical facilities and defensive software) for mitigating 
the vulnerability of a single measurement signifies the de‐
fense resource. Real-time measurements originate from me‐
ter units in the physical domain, and a successful attack on a 
single unit means that any measurement channel collected 
by that unit can be falsified. As for the load profile repre‐
sented by pseudo measurements, we presume that it interacts 
with other logical nodes through data packets, of which suc‐
cessful interception can manipulate an arbitrary load data it 
contains. Similar to (4), the relationship between measure‐
ment vulnerability vm and deployed defense resource r D

m is 
written as [10], [24]:

vm (r D
m )= e-αmr D

m    0 < vm (r D
m )£ 1 (7)

αm = -ln(DFm ) DCm     0 <DFm £ 1 (8)

where r D
m is the disposed defense resource for the mth mea‐

surement unit; and αm is the defender’s cost DCm to reduce 
vm (r D

m ) with the predetermined fraction DFm.
Without losing generality, assuming that an attacker aims 

to alter NM measurements. For the single mth measurement 
unit with NP attack paths available, the probability of a suc‐
cessful attack can be obtained by firstly accumulating the 
success probability of each path by (6), and then multiplying 
them by the measurement vulnerability (7) as: Pmvm (r D

m ). As 
a consequence, the success probability of a coordinated cy‐
ber attack can be computed by multiplying the success prob‐
ability of each measurement unit cumulatively:

PCO =∏
m = 1

NM

Pmvm (r D
m ) =∏

m = 1

NM é

ë

ê
êê
ê ù

û

ú
úú
ú∑

i = 1

NP

(I -T{ }i )-1 A{ }i ) e-αmr D
m (9)

Remark 1: it can be intuitively inferred from (9) that the 
success probability is proportional to the number of attack 
paths NP for a single target measurement. However, raising 
the number of target measurement units NM can degrade the 
likelihood of successful coordinated cyber attacks.

Referring to the National Institute of Standards and Tech‐
nology (NIST) SP 800-82r3 standard for risk assessment 
[30], the accidental risk is denoted by the product of acci‐
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dent probability and its physical consequence, whereas sys‐
tem risk is the sum of all anticipated accidental risks. Hence, 
the coordinated cyber attack is considered as a special kind 
of incident in this study based on the NIST standard, and the 
resultant security risk is expressed as the product of its suc‐
cess probability (9) and physical consequence. As a result, 
the overall system risk of CPDN RSys can be defined as the 
sum of risks induced by all coordinated cyber attacks as:

ì

í

î

ïïïï

ïïïï

RCO
k =P CO

k Ck

RSys =∑
k = 1

NK

RCO
k

(10)

where RCO
k  and Ck are the security risk and physical conse‐

quences provoked by the kth coordinated cyber attack, respec‐
tively; P CO

k  is the success probability of the kth attack; and 
NK is the total number of coordinated cyber attacks.

Remark 2: existing studies mostly employ load shedding 
as the indicator for Ck. However, such a metric for transmis‐
sion systems may not be applicable to CPDNs under quasi-
steady operation conditions. In contrast, the number of cor‐
rupted measurements is adopted for modeling the game in 
[31], which can be defined as the attacker’s and defender’s 
objective simultaneously. Thus, the physical consequence Ck 
is denoted by the number of falsified measurement units, 
thereby simplifying the calculation process and facilitating 
the subsequent risk-oriented defense resource allocation.

IV. RISK-ORIENTED DEFENSE RESOURCE ALLOCATION 
STRATEGY 

CPDNs generally suffer from the inadequacy of security 
controls, thereby the protection of critical assets needs to be 
prioritized. To fully utilize the limited defense resource bud‐
get and mitigate cybersecurity risks, a novel risk-oriented de‐
fense resource allocation strategy is proposed in this section.

A. Attack-defense Interactions

Because the system risk RSys is delineated by the product 
of occurrence probability and physical impact, the attacker 
can boost the risk level by distributing more resources for a 
cyber intrusion, and the risk can be mitigated by an in‐
creased number of defense resources. Thus, from the per‐
spective of system operators, the defense resource allocation 
problem can be investigated considering the interaction of at‐
tackers and defenders, where each player’s action space 
comprises all the possible attack and defense strategies. For 
the attacker, the attack strategy is the practical means by 
which coordinated cyber attacks can be implemented and the 
amount of attack resources can be deployed for a specific 
one. Assume the attacker launches NK coordinated cyber at‐
tacks, then the disposed attack resource γ can be written as a 
column vector:

γ =[r A
1 r

A
2 r A

NK
]T (11)

∑
k = 1

NK

r A
k = τ

A (12)

where r A
k  is the attack resource positioned for the kth attack 

and satisfies 0 £ r A
k £ τ

Ak = 12NK; and τA is the limited 
attack resource budget. On the contrary, the defender distrib‐

utes a limited defense resource budget τD over all the NM sys‐
tem measurements. Similarly, the column vector of defense 
resource ξ is given by:

ξ =[r D
1 r

D
2 r D

NM
]T (13)

∑
m = 1

NM

r D
m = τ

D (14)

where r D
m is the deployed defense resource for the mth mea‐

surement and satisfies 0 £ r D
m £ τ

Dm = 12NM. Note that 
the practical significance of attack and defense resources 
have been illustrated in Section III-B.

The payoff within attack-defense interactions is generally 
assessed by the system loss/gain value (i.e., the variation of 
system risks) caused by the attack/defense strategy. The at‐
tacker’s objective is to maximize the risk by increasing the 
success probability and physical consequence to the greatest 
possible extent, whose payoff can be formulated as:

{γ*ξ †}Î arg max
γ†
PA (γ†ξ † ) arg max

γ†
DRSys (γ†ξ † ) (15)

where γ† and ξ † are the arbitrary non-optimal strategies of 
the attacker and defender, respectively; and γ* is the attack‐
er’s optimal strategy that can maximize the payoff 
PA (γ†ξ † ), denoted by the incremental risk DRSys (γ†ξ † ).

For the defender, an opposite objective is endowed, who 
intends to minimize the incremental risk DRSys (γξ) in the 
presence of an attack strategy γ as:

{γ†ξ * }Î arg min
ξ †
PD (γ†ξ † ) arg min

ξ †
DRSys (γ†ξ † ) (16)

where ξ * is the optimal defense resource allocation strategy 
that can minimize DRSys (γ†ξ † ), i. e., the payoff PD (γ†ξ † ). 
Therefore, the four-tuple strategy {γ*ξ *γ†ξ †} of attack-de‐
fense interactions subjects to the following inequality set:

PA (γ*ξ † )³PA (γ†ξ † )³ 0 (17)

PD (γ†ξ * )£PD (γ†ξ † )£ 0 (18)

RSys (γ*ξ † )³RSys (γ*ξ * )³RSys (γ†ξ * )³ 0 (19)

B. MOO and Solution Selection

Referring to related studies [32], [33], the cybersecurity 
concerns are well addressed by MOO-based defensive ap‐
proaches. To address the decision-making issue, i.e., the com‐
prehensive trade-off between overall system security risk 
and limited resource budget, the determination of defense re‐
source allocation settings is devised as a MOO problem 
from the defender’s point of view. Based on Section IV-A, 
the MOO is devised to identify the optimal solution that min‐
imizes the security risk RCO

k  and defense resource budget τ D
k  

simultaneously in the presence of coordinated cyber attacks. 
Formally, the MOO can be formulated as:

ì

í

î

ï
ïï
ï

ï
ïï
ï
ï
ï

min
γξ
∑
k = 1

NK

RCO
k

min
γξ
∑
k = 1

NK

τ D
k

(20)

s.t.

RCO
k =P CO

k Ck    "γ"ξ"k (21)

317



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 13, NO. 1, January 2025

ì

í

î

ï
ïï
ï

ï
ïï
ï
ï
ï

τA =∑
k = 1

NK

r A
k

τ D
k =∑

m = 1

NM

r D
mk

    "γ"ξ"k (22)

τ D
min £ τ

D
k £ τ

D
max    "γ"ξ"k (23)

xD
min £ xD

k £ xD
max    "γ"ξ"k (24)

τ D
k : r D

1k = r D
2k = = r D

NM - 1k = r D
NMk    "γ"ξ"k (25)

where r D
mk is the defense resource deployed for the mth mea‐

surement against the kth attack; τ D
min and τ D

max are the lower 
and upper bounds of resource budget, respectively; and xD

min 
and xD

max are the lower and upper limits of allocation preci‐
sion, respectively.

The MOO objective (20) aims to minimize RCO
k  and τ D

k  si‐
multaneously with the defense strategy (i. e., the decision 
variable ξ) under all the NK potential coordinated cyber at‐
tacks (i.e., the decision variable γ). Constraints (21) and (22) 
specify the constitution of RCO

k , τA, and τ D
k  from (10), (12), 

and (14). Constraints (23) and (24) indicate the lower and 
upper limits for the defense resource budget τ D

k  and the allo‐
cation precision xD

k  (which will be detailed in Section IV-C), 
respectively. Constraint (25) ensures that defense resources 
are initially allocated to each measurement equally.

By solving the formulated MOO, the optimal solution can 
only be described by a set of optimal Pareto solutions due to 
the contradiction of the two objective functions. Note that 
the number of attacks is relatively small at the beginning of 
cyber intrusions, and the defense strategy space scale is 
therefore limited. In this case, traversing methods can be lev‐
eraged to approach the optimal Pareto front. However, the 
strategy space can be exponentially expanded in practice as 
the attack-defense interactions evolve with time. To address 
the issue, the nondominated sorting genetic algorithm III 
(NSGA-III) [34] is employed to solve the MOO with a rela‐
tively large strategy space. Based on a reference-point-orient‐
ed elitist selection approach, NSGA-III is capable of con‐
verging to the optimal Pareto front with superior efficiency 
and diversity preservation performance, in contrast with tra‐
ditional traversing methods and the nondominated sorting ge‐
netic algorithm II (NSGA-II).

Initially, a parent population P0 is arbitrarily generated in 
the NSGA-III, thus the two objective values corresponding 
to each individual in P0 can be evaluated. Then, each indi‐
vidual is ranked by the nondominated sorting procedure 
[35], where its nondomination rank (irank) and perpendicular 
distance to the reference line (idist) are also calculated accord‐
ing to the objective values. Afterward, the lth generation of 
NSGA-III can be described by the following step-by-step 
loop.

1) Given the parent population Pl with N individuals from 
(l - 1)th generation, the offspring population Ql of size N is 
created from Pl using crossover and mutation operators.

2) Form a combined population of size 2N from Pl and Ql 
as: Rl =PlQl.

3) Evaluate objective values for each individual in Rl, 
then compute its nondomination rank (irank) and perpendicu‐

lar distance to the reference line (idist).
4) Go through the nondominated sorting procedure, then 

form a new population Pl + 1 for the next generation by the 
reference-point-oriented elitist selection approach [35].

5) Increment the generation counter: l¬ l + 1.
The step-by-step loop above is iterated until the counter l 

reaches the maximum number of generations, and the de‐
tailed formulation of NSGA-III can be found in [34] 
and [36].

To satisfy the requirements of optimizing multiple objec‐
tive functions, it is necessary to select an optimal solution 
Xp from the optimal Pareto set P derived from NSGA-III. 
Hence, the generational distance metric in [37] is adopted to 
evaluate the optimality of different solutions in P. According 
to (20), the vector corresponding to a solution XpÎP is de‐
fined as the objective vector, given by (26). Such objective 
vectors are combined to form the Pareto front.

RSys
p =∑

k = 1

NK

RCO
k τ D

p =∑
k = 1

NK

τ D
k (26)

where RSys
p  and τ D

p  are the sum of security risks and the sum 
of defense resources under all the NK cyber attacks, respec‐
tively.

A random vector in the Pareto front can be seen as a scat‐
ter point in the two-dimensional space, where the x-axis and 
y-axis are represented by RSys

p  and τ D
p , respectively. Then, the 

generational distance metric measures the proximity between 
a random objective vector and the ideal vector, thus the opti‐
mality of the corresponding solution Xp in the optimal Pare‐
to set P can be quantitively evaluated. As shown in (20), the 
minimum value of each objective in the Pareto front consti‐
tutes the ideal vector, described by:

min
"XpÎP

RSys
p  min

"XpÎP
τ D

p (27)

Then, each objective vector is normalized based on the 
ideal vector value in the two-dimensional space:

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

-
R

Sys
p = ( )RSys

p - min
"XpÎP

RSys
p ( )max

"XpÎP
RSys

p - min
"XpÎP

RSys
p

τ̄ D
p = ( )τ D

p - min
"XpÎP

τ D
p ( )max

"XpÎP
τ D

p - min
"XpÎP

τ D
p

(28)

where 
-
R

Sys
p  and τ̄ D

p  are the normalized values of RSys
p  and τ D

p , 
respectively.

Finally, the L2-norm of the normalized objective vector is 
computed to derive the generational distance metric Dis as:

 Dis(Xp )
2
= (

-
R

Sys
p )2 + (τ̄ D

p )2 (29)

Remark 3: according to the generational distance metric, 
different solutions in the optimal Pareto set can be priori‐
tized. The solution with the minimum distance metric is the 
optimal one, since it enables the corresponding objective vec‐
tor closest to the ideal vector in the two-dimensional space.

C. Atomic Allocation Approach for Defense Resources

Based on prioritized optimal solutions, the defense re‐
source allocation budget τD can be specified for the subse‐
quent defensive countermeasure design. However, it is note‐
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worthy that defense resources are equally allocated for each 
measurement in the previous step, which is not applicable in 
the face of varying coordinated cyber attacks. To allocate the 
limited budget more efficiently, an atomic allocation ap‐
proach is proposed in this subsection for the defender to fur‐
ther trim down the overall system risk.

Referring to [38], defense resources should be deployed 
according to the fastest descent direction of the overall sys‐
tem risk RSys. In such cases, the problem can be categorized 
as an atomic allocation, where the term “atomic” indicates 
that the defense budget has reached the minimum unit and 
cannot be divided further. As the atomic unit is repeatedly al‐
located, the system risk can be mitigated as the cost of de‐
fense resources gradually increases. In this study, supposing 
the defense budget τD is divided into multiple atomic units, 
whose base number can be arbitrarily presumed as a small 
value in any currency. At each allocation step, a single atom‐
ic unit is deployed to the measurement with the highest risk 
reduction value through all the coordinated cyber attacks. 
The flow chart of the proposed atomic allocation approach 
for defense resources is shown in Fig. 3, and detailed proce‐
dures are illustrated in the following.

Step 1: initialization. Initially, the defense resources on all 
measurement devices are set to be r D

0 = 0. The defense re‐
source budget τD is divided into multiple atomic units ac‐
cording to the allocation precision xD, and set the iteration 
counter t = 1.

Step 2: iteration of measurements. At the tth iteration, de‐
ploy an atomic unit (i.e., τD /xD) to each measurement as:

r D
tm = r D

tm + τ
D /xD    m = 12NM (30)

where r D
tm is the deployed resource of the mth measurement.

Then, calculate the system risk RSys under all the NK possi‐
ble cyber attacks, and the set of system risks after each mea‐
surement is equipped with an atomic unit can be obtained as:

RSys
t ={RSys

t1 R
Sys
t2 RSys

tmRSys
tNM

} (31)

where RSys
tm is the system risk when the mth measurement is 

equipped with an atomic unit at the tth iteration.
Step 3: atomic unit allocation. Identify the minimum value 

in RSys
t  (assumed to be the jth element RSys

tj ), then assign the tth 
atomic unit to the jth measurement:

r D
j = r D

j + τ
D /xD (32)

where r D
j  is the allocated resource for the jth measurement.

Step 4: terminate evaluation. Except for the jth measure‐
ment, defense resources of all the measurements are reset to 
be r D

0 = 0 for the next iteration. Moreover, set t = t + 1, if 
t > xD, the iteration terminates, indicating that all the xD atom‐
ic units have been distributed, and the system risk value RSys 
can be determined based on the current allocation scheme. 
Else, the iteration continues and returns to Step 2.

V. CASE STUDY 

A. Experimental Setup

The proposed security risk assessment method and risk-ori‐
ented defense resource allocation strategy are developed in 
MATLAB R2022b environment. The simulation is imple‐
mented on a PC with an Intel Core i5-10400F CPU and 32 
GB RAM. To emulate the CPDN, an unbalanced distribution 
test feeder consisting of pseudo measurements, SCADA 
units, and PMUs is employed as the testbed for the proposed 
method. The standard IEEE 123-node test feeder is modified 
by integrating several DGs with a P-Q controlling strategy. 
Details of feeder configuration, line impedances, regulator 
data, and transformer data can be found in [39].

Referring to the U. S. National Vulnerability Database 
[40], specific information of the exploitable security loop‐
holes at attack portals is tabulated in Table I, where each loop‐
hole is unique and denoted by a common vulnerability and ex‐
posure (CVE) -ID. The assigned values of CVSS scores are 
presented in Table II. With the CVSS scores, the exploitabili‐
ty of each loophole can be calculated by (3). Due to the mul‐
tiplicity and accessibility of IEDs, their loopholes are as‐
signed as L1, L4, L5, L6, and L12. For routers and the access 
network, potential loopholes consist of L2, L3, L9, and L11 
with the moderate exploitability. L7, L8, and L10 are defined 
as the loophole of the substation due to its relatively secure 
cyberspace. Scale and shape parameters of the Pareto distri‐
bution are set as: k1 = 0.00161 and k2 = 0.26 [41]. For model‐
ing the transition probability between logical nodes, the at‐
tacker’s fraction AF and cost AC are set to be 0.9 and 100, 
respectively [42]. To derive the measurement vulnerability, 
the defender resource fraction DF is set to be 0.1 for all me‐
ter units [41], and the costs DC are set to be 100, 200, and 
300 for the 127 pseudo measurements, 21 SCADA units, 
and 4 PMUs, respectively, to address their varying security 
levels [24].
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Fig. 3.　Flow chart of proposed atomic allocation approach for defense re‐
sources.
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B. Study of Security Risk Assessment

The CPDN is assumed to be exposed to external attacks 
in this subsection, whereby the budget value τD is initialized 
to zero without deploying defense resources. Load profiles 
are distributed in CPDN in the form of pseudo measure‐
ments, represented by all the nodal power injections except 
for the reference node at the slack bus in Fig. 4. Besides, the 
set of real-time measurements is constituted by SCADA 
units and PMUs, which are marked in yellow and pink in 
Fig. 4, respectively. Faced with realistic constraints, the at‐
tacker is assumed to possess a limited resource budget τA =
2000 and distribute it evenly for each attack considering a 
bounded rationality. For each measurement, success probabil‐
ities of single-target cyber attacks are calculated and shown 
in Fig. 5. As can be observed, attacks against pseudo mea‐
surements generally yield a higher success rate of about 0.2, 
while the ones for SCADA units and PMUs are at relatively 
low levels (about 0.08 to 0.15). For a single-target attack, 
the success probability of each attack path is shown in Fig. 
6. In Fig. 6(a), with more exploitable attack paths, pseudo 
measurements are more susceptible to cyber intrusions in 
contrast with SCADA units and PMUs in Fig. 6(b) and 6(c). 
This is because attack paths of pseudo measurements (40 
paths) are significantly more than those against SCADA 
units or PMUs (24 paths). Since the success probabilities are 
computed by accumulating multiple paths according to (6), 

load profile attacks are therefore more likely to succeed in 
the CPDN.

Coordinated cyber attacks can be categorized according to 
the number of targets, i. e., the attack indexed by NM indi‐
cates that it randomly chooses NM targets out of all the vul‐
nerable measurements. This study considers coordinated cy‐
ber attacks indexed from 1 to 10 (NM = 1210), where 
each index is randomly launched 100 times against pseudo 
measurements, SCADA units, or PMUs. The risk RCO

NM
 and 

probability P CO
NM

 are cumulatively and averagely computed un‐

der different NM, respectively. Utilizing the security risk as‐
sessment method in Section III-B, success probabilities and 
induced risks of coordinated cyber attacks are summarized 
in Table III. It can be observed that attacks with a smaller in‐
dex tend to yield a higher success possibility. This is be‐
cause when NM is greater than 2, calculating the success 
probability of a coordinated attack needs to involve a cumu‐
lative multiplication in (9), i.e., the success probability is in‐
versely proportional to the number of attack targets, which is 
coincident with Remark 1. Overall, it can be concluded that 
the overall system risk RSys is mostly dominated by the first 

three attacks (NM = 123) since ∑
i = 1

3

RCO
i RSys = 99.10%.

To validate the efficacy of the proposed method, two prob‐
abilistic risk assessment methods, namely, the method based 
on resource conversion coefficients (RCCs) [9] and the risk-
based contingency screening (RCS) method [14], are used 
for benchmarking.
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TABLE I
EXPLOITABLE SECURITY LOOPHOLES AT ATTACK PORTALS

No.

L1

L2

L3

L4

L5

L6

L7

L8

L9

L10

L11

L12

CVE-ID

CVE-2016-5053

CVE-2020-10923

CVE-2015-7599

CVE-2018-5678

CVE-2018-19524

CVE-2020-8958

CVE-2018-0453

CVE-2015-4684

CVE-2014-8684

CVE-2014-3569

CVE-2015-4879

CVE-2015-2822

CVSS score

CAV: NCAC: LCAU: N

CAV: ACAC: LCAU: N

CAV: NCAC: HCAU: N

CAV: NCAC: LCAU: N

CAV: NCAC: LCAU: N

CAV: NCAC: LCAU: N

CAV: LCAC: LCAU: S

CAV: NCAC: LCAU: S

CAV: ACAC: LCAU: N

CAV: ACAC: HCAU: N

CAV: NCAC: LCAU: S

CAV: NCAC: LCAU: N

Exploitability

0.5403

0.3848

0.3088

0.5387

0.5368

0.5282

0.1398

0.1626

0.3857

0.2146

0.4064

0.5056

TABLE II
ASSIGNED VALUES OF CVSS SCORES

Metric

AV CAV

AC CAC

AU CAU

Level

Local (CAV: L)

Adjacent network (CAV: A)

Network (CAV: N)

High (CAC: H)

Medium (CAC: M)

Low (CAC: L)

Multiple (CAU: M)

Single (CAU: S)

None (CAU: N)

Value

0.55

0.62

0.85

0.44

0.58

0.77

0.27

0.61

0.85
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Cyber attacks with index NM = 1 are first adopted against 
pseudo measurements since such a scenario exhibits the high‐
est risk. Figure 7 shows the success probability of each at‐
tack path derived by the three methods. As can be observed, 
a large number of success probabilities are simply quantified 
by zero values using RCC and RCS, since the attack propa‐
gation process and complex cyberspace topology are not tak‐
en into account. By contrast, the attack paths for compromis‐
ing a pseudo unit are well delineated by the proposed meth‐
od, whose nonzero probabilities are much more realistic. Ta‐
ble IV presents the cumulative risk assessment results of dif‐
ferent methods under one hundred random attacks against 
pseudo units with NM = 123. The product of load reduction 
and load outage time is used by RCC as the evaluation met‐

ric. Analogously, RCS employs the maximum load shedding 
as the consequence indicator. However, it is noteworthy that 
CPDN operates under quasi-steady conditions and the cyber 
attack against system measurements would not instantly pro‐
voke significant load loss. Thus, true risk levels are undoubt‐
edly underestimated by RCC and RCS, as shown in Table 
IV. In comparison, the number of falsified meter units well 
quantifies the physical impact of cyber attacks, thereby veri‐
fying the superiority of the proposed method.

C. Study of Defense Resource Allocation

The formulated MOO and solution selection procedure are 
evaluated under coordinated cyber attacks against arbitrary 
measurements. Attack settings are the same as in Table III. 
The population size and maximum iteration numbers of NS‐
GA-III are both set to be 100 [24], while interval limits for 
resource budget [τ D

minτ
D
max ] and allocation precision [xD

minx
D
max ] 

are [010000] and [25005000], respectively, to ensure the 
atomic unit is sufficiently small for accurate allocation. Fig‐
ure 8 visually shows the obtained optimal Pareto solutions 
of MOO with irank = 123. As can be observed, the overall 
risk value RSys falls off a cliff as the deployed defense re‐
source budget τD gradually increases from zero. When the 
defense resource value is taken over 7500, risk values of all 
three nondomination ranks are reduced to less than 1. Be‐
sides, optimal Pareto solutions with higher irank yield a 
strong dominance over those with lower ranks, i.e., the scat‐
tered points with higher irank are generally closer to the ori‐
gin (0, 0) as the MOO intends to simultaneously minimize 
the overall risk value RSys and limited resource budget τD.

Besides, it is noteworthy in Fig. 8 that when the deployed 
defense resource value is more than 6000, the corresponding 
decline in security risk value with irank = 12 is quite insignifi‐
cant. Therefore, to avoid excessive resource allocation, it is 
necessary to address the trade-off between system risk and 
restricted resource budget. Table V summarizes the optimali‐
ty evaluation results of candidate strategies sD

1 s
D
2 sD

10 
from optimal Pareto solutions with irank = 12, as shown by 
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Fig. 7.　Success probability of each attack path using different methods.

TABLE IV
CUMULATIVE RISK ASSESSMENT RESULTS OF DIFFERENT METHODS

Method

RCC [9]

RCS [14]

Proposed

Security risk value RCO
NM

NM = 1

4.4702×10-5

1.3010×10-1

2.1133×101

NM = 2

2.2640×10-6

5.0400×10-2

4.1695×100

NM = 3

9.3206×10-7

1.8591×10-3

1.2548×100
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Fig. 6.　Success probabilities of different attack paths of single-target at‐
tacks for each meter unit. (a) Pseudo measurements. (b) SCADA units. (c) 
PMUs.

TABLE III
SECURITY RISK ASSESSMENT RESULTS OF COORDINATED CYBER ATTACKS

NM

1

2

3

4

5

P CO
NM

1.7290×10-1

1.9400×10-2

6.1096×10-3

5.3866×10-4

1.1987×10-5

RCO
NM

18.1952

3.8387

1.2373

0.1984

0.0102

NM

6

7

8

9

10

P CO
NM

3.3802×10-6

6.2835×10-7

8.0135×10-8

1.3116×10-8

2.2315×10-9

RCO
NM

2.3012×10-3

4.5991×10-4

5.8516×10-5

1.0798×10-5

1.5379×10-6
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the enlarged part in Fig. 8. According to the generational dis‐
tance metric, the ideal vector is formed by the two minimum 
objectives in Table V as: RSys = 1.7547τD = 2270 . It can be 
observed that different solutions have been prioritized by the 
generational distance-based selection procedure in this table. 
The solution with lower ranks generally exhibits a signifi‐
cantly larger distance value, which indicates its suboptimali‐
ty and verifies the strong dominance of higher-rank solu‐
tions. Among sD

1 s
D
2 sD

10, strategy sD
5  with the least 

 Dis(Xp )
2
 metric of 0.6426 is closest to the ideal vector in 

the two-dimensional space. As a result, the corresponding re‐
source budget τD = 2882 is adopted for subsequent atomic al‐
location.

Existing allocation approaches [20] and [43] are employed 
to verify the superiority of the proposed atomic allocation ap‐
proach. Assume the proposed security risk assessment meth‐
od has been applied beforehand, and two contrastive ap‐
proaches are integrated into the CPDN under the varying co‐
ordinated cyber attacks (NM = 1210) in Table III as fol‐
lows.

Approach I [20]: for a coordinated attack with index NM, 
the defense resource budget is distributed according to the 
risk ratio of each cyber attack as (RCO

NM RSys )τD.

Approach II [43]: the budget τD is first divided into multi‐
ple units by the allocation precision xD. At each iteration, a 
single unit τD /xD is assigned for the targets of a certain coor‐

dinated cyber attack that triggers the highest risk RCO
NM

.

Given the same budget value τD and allocation precision 
xD (set as 5000 for satisfying the upper limit and ensuring 
accurate allocation), comparative defense resource allocation 
results for each measurement are presented in Fig. 9. It can 
be observed from Fig. 9(a) that Approaches I and II distrib‐
ute the resource budget to specific pseudo measurements, 
while the vast majority of pseudo units are emplaced with a 
considerable amount of resource by the proposed approach. 
Comparing Fig. 9(b) with Fig. 9(a), it is observed that all 
three approaches allocate less resources for SCADA units 
and PMUs. The reason for this discrepancy is that numerous 
pseudo measurements have been introduced to CPDNs to ad‐
dress the low observability. In addition, Section V-B has 
demonstrated that pseudo units are more susceptible to cyber 
attacks than SCADA units and PMUs. Therefore, these ap‐
proaches assign more resources for such measurements to al‐
leviate the overall system security risk. Moreover, it can be 
observed from Fig. 9(b) that defense resources are not suffi‐
ciently deployed for each SCADA unit or PMU by Ap‐
proaches I and II, e.g., the No. 1, No. 2, No. 3, No. 7, No. 
24, and No. 25 measurements with zero resources. On the 
contrary, the iterative allocation procedure of the proposed 
approach ensures that each meter unit is equipped with at 
least one atomic unit of resource budget, thereby enabling 
system measurements not completely exposed to external at‐
tacks.

By applying the three allocation approaches, the risk in‐
curred by each coordinated cyber attack and the overall sys‐
tem risk are both cumulatively calculated. As shown in Ta‐
ble VI, the overall system risk RSys is still dominated by at‐
tacks with NM = 123, which is consistent with the results in 
Table III. According to Table VI, it is validated that the pro‐
posed approach can reduce the security risk more effectively 
than the other two benchmarks when NM ranges from 1 to 
10. This is because the iterative allocation mechanism of Ap‐
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Fig. 8.　Optimal Pareto solutions of MOO.

TABLE V
OPTIMALITY EVALUATION RESULTS OF OPTIMAL PARETO SOLUTIONS

Strategy

sD
1

sD
2

sD
3

sD
4

sD
5

sD
6

sD
7

sD
8

sD
9

sD
10

RSys

1.7547

2.0115

2.1477

2.2481

2.5493

2.9278

3.1192

3.2689

3.4729

3.8363

τD

3454

3273

3167

3063

2882

2673

3353

2500

2408

2270

 Dis(Xp )
2

1.0000

0.8560

0.7808

0.7105
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proach I is dependent on the risk ratio of RCO
NM

 to RSys. Mean‐

while, Approach II focuses on the coordinated cyber attack 
that triggers the highest risk RCO

NM
, indicating the low success 

probability of such an attack has been overlooked. By con‐
trast, in all the attack scenarios, each atomic unit is deployed 
according to the fastest descent direction of RSys, thereby the 
measurement corresponding to the highest risk reduction val‐
ue is prioritized by the proposed approach. As shown in the 
bottom row, the minimum overall system risk value can be 
derived using the proposed approach by contrast with Ap‐
proaches I and II.

VI. CONCLUSION 

This paper proposes a novel security risk assessment meth‐
od and risk-oriented defense resource allocation strategy for 
CPDNs. By constructing an attack graph-based CPDN archi‐
tecture, the success rate of a coordinated cyber attack and 
corresponding security risks are properly evaluated using the 
security risk assessment method. Moreover, the incurred risk 
is efficiently mitigated by the developed risk-oriented de‐
fense resource allocation strategy, in which the prioritized 
MOO solution is able to reasonably address the trade-off be‐
tween security risk and limited resource budget. Extensive 
simulation results on the modified IEEE 123-node test feed‐
er have verified the efficacy of the proposed method and 
strategy in evaluating security risk, solving the formulated 
MOO problem, and allocating limited defense resources in 
the presence of multiple coordinated cyber attacks.

Results derived from this paper can shed some light on 
the defensive studies for assessing the mounting cyberspace 
risks in CPDNs. A plausible defense resource allocation 
framework is also provided for addressing the security issues 
in modern CPDNs under cyber attacks. In the future, we 
will focus on taking additional vulnerable system compo‐
nents and a realistic cyber-physical coupling environment in‐
to account, so as to devise more comprehensive and repre‐
sentative risk assessment methods in the context of varying 
attack scenarios. Besides, the scalability of the proposed 
method and strategy in the variants of CPDNs, e.g., industri‐
al control systems and industrial Internet of Things, is wor‐

thy of further investigation.
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