
JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 13, NO. 1, January 2025

Unit Commitment with Joint Chance Constraints 
in Multi-area Power Systems with Wind Power 
Based on Partial Sample Average Approximation

Jinghua Li, Hongyu Zeng, and Yutian Xie

Abstract——Joint chance constraints (JCCs) can ensure the con‐
sistency and correlation of stochastic variables when participat‐
ing in decision-making. Sample average approximation (SAA) is 
the most popular method for solving JCCs in unit commitment 
(UC) problems. However, the typical SAA requires large Monte 
Carlo (MC) samples to ensure the solution accuracy, which re‐
sults in large-scale mixed-integer programming (MIP) problems. 
To address this problem, this paper presents the partial sample 
average approximation (PSAA) to deal with JCCs in UC prob‐
lems in multi-area power systems with wind power. PSAA parti‐
tions the stochastic variables and historical dataset, and the his‐
torical dataset is then partitioned into non-sampled and sampled 
sets. When approximating the expectation of stochastic variables, 
PSAA replaces the big-M formulation with the cumulative distri‐
bution function of the non-sampled set, thus preventing binary 
variables from being introduced. Finally, PSAA can transform 
the chance constraints to deterministic constraints with only con‐
tinuous variables, avoiding the large-scale MIP problem caused 
by SAA. Simulation results demonstrate that PSAA has signifi‐
cant advantages in solution accuracy and efficiency compared 
with other existing methods including traditional SAA, SAA with 
improved big-M, SAA with Latin hypercube sampling (LHS), and 
the multi-stage robust optimization methods.

Index Terms——Unit commitment, joint chance constraint, re‐
newable energy, multi-area power system, wind power, sample 
average approximation, partial sample average approximation.

NOMENCLATURE

A. Indices and Sets

Ak Set of areas connected with area k
g Index of thermal power units
Gk Set of thermal power units in area k
K Set of areas
k, l Indices of areas
N Set of wind power samples

n, s Indices of wind power samples
t Index of scheduling hours
T Set of scheduling time horizon

B. Binary Variables

d lk
t State of tie-line from area l to area k at hour t

uk
gt State of unit g in area k at hour t

z n
t Binary variable of sample n at hour t

z s
t Binary variable of sample s at hour t

C. Continuous Variables

pk
gt Power of unit g in area k at hour t

P k
Wt Wind power of area k at hour t

P km
WHt Historical sample m of P k

Wt in area k at hour t
P̄ k

g, -
p k

g
Upper and lower power bounds of unit g in area k 
at hour t

RPk
gt , R

Nk
gt Positive and negative spinning reserves supplied 

by unit g in area k at hour t

RPk
t , RNk

t Positive and negative spinning reserves of area k at 
hour t

yn
t Lower bound of probability of sample n at hour t

ys
t Lower bound of probability of sample s at hour t

z n
1t, z

n
2t Continuous variables of sample n at hour t

z s
1t, z

s
2t Continuous variables of sample s at hour t

D. Parameters

ε Confidence level
η Coefficient of spinning reserve requirement
M n

kt A large enough constant of sample n in area k at 
hour t

 p̄lk, 
-
p lk Upper and lower power bounds of tie-line from ar‐

ea l to k
P k

WFt Forecasted wind power of area k at hour t
P kn

Wt Wind power of sample n of area k at hour t
P k

Lt Forecasted load of area k at hour t

-T
k
gon The minimum on time for unit g in area k

-T
k
goff The minimum off time for unit g in area k

I. INTRODUCTION

WITH the development of power systems with renew‐
able energy sources, the source-load probability bal‐
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ance has become the main form of power balance. Due to 
the increasing complexity and diversity of renewable energy 
sources, the coordination relationships among multiple areas 
have been strengthened. Thus, it has become a hot topic and 
challenging task to ensure the source-load probability bal‐
ance among multiple areas.

Probability constraints, also known as chance constraints, 
are highly effective in handling the spinning reserve (SR) 
constraints in unit commitment (UC) problems [1]. Chance 
constraints belong to a single-objective function that utilizes 
probability metrics (confidence levels) to measure the risk 
posed to the scheduling decisions, ensuring that the resulting 
solution guarantees the fulfillment of constraints at the pre‐
set confidence level. Therefore, chance constraints cannot 
guarantee non-anticipative scheduling decisions.

Depending on the number of constraints that must be met 
simultaneously, chance constraints can be partitioned into 
joint chance constraints (JCCs) and individual chance con‐
straints (ICCs). Compared with ICCs, JCCs can more accu‐
rately represent the interdependence between multiple wind 
farms, enabling the SR of multiple wind farms to simultane‐
ously meet the power system requirements [2]. In general, 
JCCs are difficult to be solved directly because of the non-
convex feasible set and complex multi-dimensional integra‐
tion. Instead, JCCs are typically converted into deterministic 
constraints by other means, which can be easily solved using 
mature methods. Current conversion methods can be divided 
into two main types, i.e., analytical methods and simulation 
methods.

Analytical methods require the use of an assumed proba‐
bility distribution function (PDF) of stochastic variables for 
conversion from stochastic to deterministic variables [3]. 
Some researchers have assumed that the outputs of renew‐
able energy sources follow known PDFs such as the normal 
distribution [4], [5] and Weibull distribution [6]. These previ‐
ously assumed PDFs are overly dependent on the subjective 
judgment of researchers, and errors between the assumed 
and actual PDFs result in inaccurate solutions.

Instead of assuming a PDF, some researchers have used 
the point estimate method [7], kernel density estimation [8], 
[9], and distributed robust chance-constrained method [10]  
to directly construct the PDF. However, these methods re‐
quire the selection of suitable model parameters. Another an‐
alytical method known as p-efficient points [11], [12] uses 
an empirical distribution function (EDF) instead of construct‐
ing a PDF. In addition, [13] uses Boole’s inequalities to par‐
tition JCCs into a series of ICCs. However, no suitable meth‐
od exists for allocating the intersection probability [14].

Thus, most analytical methods involve the calculation of 
the PDFs of stochastic variables, which is a complex process 
for calculating multi-dimensional integrals. Alternatively, 
simulation methods do not rely on the PDFs of stochastic 
variables and are entirely data-driven, making the process of 
solving JCCs simpler and easier.

Classical simulation methods include Monte Carlo (MC)-
based methods, which approximate the probability of satisfy‐
ing chance constraints through stochastic sampling and com‐

putations [15]. MC-based methods improve the approxima‐
tion accuracy by using many MC samples, which results in 
increased computation time. To avoid this drawback, the im‐
portance sampling method [16] and ninth-order polynomial 
normal conversion technique [17] are combined with MC 
sampling to improve the performance.

Sample average approximation (SAA) uses the mean of 
MC samples to approximate the expectations of stochastic 
variables [18]-[20]. Notably, SAA employs the big-M formu‐
lation during the solution process, which introduces many bi‐
nary variables, eventually resulting in a large-scale mixed-in‐
teger programming (MIP) problem that severely restricts the 
computation efficiency [21], [22].

To avoid this drawback, the big-M formulation is com‐
bined with a strong extended formulation in [23], [24] to im‐
prove the accuracy of approximation. An arbitrarily selected 
M value in SAA may result in a poor linear programming re‐
laxation bound [25], which dynamically decreases the accura‐
cy of the optimal solution. Reference [26] combines SAA 
with Latin hypercube sampling (LHS) to obtain a better re‐
sult of approximation. In addition, some studies have pro‐
posed combining cutting [27] and decomposition [28] algo‐
rithms to accelerate the solution process for MIP problems.

The aforementioned studies focus on improving the accu‐
racy of conversion and the efficiency of handling large-scale 
MC samples. However, they have not fundamentally solved 
the problem of introducing many binary variables into SAA 
methods. Thus, the problem of low computation efficiency 
remains unsolved [29].

To further improve the SAA methods, this paper proposes 
an improved simulation method called partial sample aver‐
age approximation (PSAA). Recently, the PSAA is applied 
in [30] to a distributed power generation planning problem 
and achieves good results. Note that PSAA has yet to be ap‐
plied to UC problems with JCCs and is therefore the main 
focus of this paper. The PSAA partitions the stochastic vari‐
ables and historical datasets, obtains MC samples only from 
the sampled set, and ultimately obtains deterministic con‐
straints containing only continuous variables. The contribu‐
tions of this paper are summarized as follows.

1) This paper proposes the PSAA to replace the assumed 
cumulative distribution function (CDF) with the big-M for‐
mulation introduced by SAA, thereby avoiding the introduc‐
tion of binary variables.

2) This paper applies PSAA to solve the UC problems 
with JCCs in multi-area power system with wind power 
(MAS-WP). It provides the basis guidance of PSAA to parti‐
tion stochastic variables and finally obtains a set of efficient 
methods to solve the UC problems.

The remainder of this paper is organized as follows. Sec‐
tion II describes the mathematical formulation of UC prob‐
lems with JCCs in MAS-WP. The solution process and short‐
comings of SAA are introduced in Section III. The solution 
process and advantages of the PSAA are analyzed in Section 
IV. Section V presents the solution steps based on PSAA. 
Case studies are presented in Section VI. Section VII con‐
cludes this paper.
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II. MATHEMATICAL FORMULATION

A. Mathematical Model

The mathematical model consists of two parts: objective 
functions and constraints. The constraints include power bal‐
ance, tie-line, and thermal power unit constraints. For brevi‐
ty, this paper presents only a mathematical model of the SR 
constraints. The remaining objective functions and con‐
straints can be found in [12].

We focus on investigating the SR constraints in the form 
of chance constraints in the aforementioned mathematical 
model. For a single thermal unit, the positive SR (PSR) and 
negative SR (NSR) constraints are formulated as:

0 £RPk
gt £min ( p̄k

g - pk
gtu

k
gt pUk

g )     "gÎGk"tÎ T"kÎK (1)

0 £RNk
gt £min ( pk

gt - -
p k

g
uk

gt pDk
g )     "gÎGk"tÎ T"kÎK (2)

For the entire MAS-WP, the PSR and NSR constraints for 
each area should satisfy:

RPk
t = ∑

gÎGk

( )pk
gt +RPk

gt +P k
Wt +∑

lÎAk

d lk
t p̄lk -P k

Lt ³ ηP k
Lt

k = 12K"tÎ T (3)

RNk
t =P k

Lt +∑
lÎAk

d kl
t p̄kl - ∑

gÎGk

( )pk
gt -RNk

gt -P k
Wt ³ ηP k

Lt

k = 12K"tÎ T (4)

Wind power is the most widely used renewable energy 
source in power systems. However, the inherent intermitten‐
cy and uncertainty of wind power pose significant challeng‐
es to the scheduling and operation of power systems [5]. 
Therefore, wind power is selected as a stochastic variable in 
this paper. To ensure the safety and reliability of the power 
system during operation, the SR capacity is typically allocat‐
ed as the maximum capacity of a single unit or a certain pro‐
portion (5%-10%) of the load. In this paper, as in [31], η is 
selected to be 10%.

B. Normalization of JCCs

The SR is specifically used to deal with uncertainties in 
power system operations, and SR constraints are used to 
cope with stochastic variables [32]. To balance the safety 
and economy of power systems, this paper considers the SR 
constraints in the form of JCCs. The final PSR and NSR 
constraints are formulated as:
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The part containing the wind power output P k
Wt is moved 

from the left sides in (5) and (6) to the right sides. The re‐

maining parts are then moved to the left side of the inequali‐
ty. Then, they are replaced with X k

t  and Y k
t  from (7) and (8).

X k
t =- (1 + η) P k

Lt +∑
lÎAk

d lk
t p̄lk + ∑

gÎGk

( )pk
gt +RPk

gt

k = 12K"tÎ T (7)

Y k
t = ( )1 - η P k

Lt +∑
lÎAk

d kl
t p̄kl - ∑

gÎGk

( )pk
gt -RNk

gt

k = 12K"tÎ T (8)

Thus, the final normalizations are obtained as:

Pr{X k
t ³-P k

Wtk = 12K} ³ ε    "tÎ T (9)

Pr{Y k
t ³P k

Wtk = 12K} ³ ε    "tÎ T (10)

C. Analysis of Difficulties in Solving JCCs

The general expressions of (9) and (10) are formulated as 
(11), which contains the multi-dimensional stochastic vari‐

able z = [ ]z1z2...zk...zK

T
, the decision variable x, and the 

kth internal constraint gk( )x .

Pr{gk( x ) ³ zkk = 12K} ³ ε (11)

In (11), K inequalities exist, and the number of inequali‐
ties is equal to the dimension of stochastic variables. When 
traditional simulation methods are used to solve JCCs, it is 
necessary to obtain MC samples for each dimension of the 
stochastic variables. When the dimension of the stochastic 
variables increases, the number of MC samples also increas‐
es exponentially, resulting in a significantly reduced compu‐
tation efficiency.

III. SAA

A. Solution Process for SAA

Specifically, SAA introduces the linear programming of 
big-M formulation, which discretizes chance constraints into 
multiple deterministic constraints. We then calculate the num‐
ber of deterministic constraints that must be satisfied based 
on the given confidence level. Finally, the satisfaction of 
each deterministic constraint is evaluated using MC samples, 
and feasible solutions are iteratively computed.

The conversion of JCCs based on SAA involves the fol‐
lowing three steps, where (9) is used as an example for ex‐
planation.

First, JCCs are represented as expectation:

Pr{X k
t ³-P k

Wtk = 12K} =E[ ]I ( )X k
t ³-P k

Wtk = 12K

(12)

where I is the indicator function that takes the value of 1 if the 
condition is true and 0 otherwise; and E is the expectation 
function.

Second, by replacing the stochastic variables with the MC 
samples obtained from the EDF, (12) becomes:

E[ I ( X k
t ³-P k

Wtk = 12K ) ] =
 1
N∑n = 1

N

I ( )X k
t ³-P kn

Wtk = 12K (13)
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where P kn
Wt (n = 12N) is the MC sample obtained from 

the EDF of P k
Wt.

Finally, based on the big-M method [19], (13) serves as 
the subject for superposing a series of equivalent determinis‐
tic constraints as:

X k
t +P kn

Wt + z n
t M n

kt ³ 0    k = 12Kn = 12N (14)

1
N∑n = 1

N

z n
t   £ 1 - ε    n = 12N (15)

z n
t Î {01}     n = 12N (16)

where z n
t  (n = 12N) is used to determine whether con‐

straint (14) holds; and M n
kt is used to ensure that (14) re‐

mains true when z n
t = 1. The performance of SAA is signifi‐

cantly affected by the value of M n
kt, and the chosen method 

is detailed in [25].
Similarly, the chance constraint in (10) representing the 

NSR constraints can be converted as:

Y k
t -P ks

Wt + z s
t M s

kt ³ 0    k = 12Ks = 12N (17)

1
N∑s = 1

N

z s
t £ 1 - ε    s = 12N (18)

z s
t Î {01}     s = 12N (19)

Finally, the intractable JCCs (9) and (10) are converted into 
the tractable deterministic constraints (14)-(16) and (17)-(19).

B. Analysis of Shortcomings of SAA

After the JCCs are solved based on SAA, an MIP model 
containing binary variables z n

t  and z s
t  is obtained, which can 

be solved using MIP solvers. Note that the numbers of in‐
equalities and binary variables introduced by SAA are relat‐
ed to the number of MC samples. This paper considers PSR 
and NSR constraints in the JCC form. If the dimension of 
the variables is K and N MC samples are obtained by a sam‐
pling historical dataset for each dimension, then 2N binary 
variables and 2NK inequalities are introduced.

IV. PSAA

A. Concept for Improving SAA

To overcome the shortcomings of SAA, this paper propos‐
es a PSAA method to solve JCCs. Figure 1 shows the pro‐
cess for improving SAA.

B. An Improved Method: PSAA

Two assumptions must be given before introducing the 
PSAA method.

Assumption 1: for the K-dimensional stochastic variable 
ξ = (ξ1ξ2ξK ), a one-dimensional variable ξ1 that is inde‐
pendent of the remaining (K - 1)-dimensional variables exists.

Assumption 2: the independent one-dimensional stochastic 
variable follows a known continuous distribution such as the 
normal or uniform distribution.

Under these two assumptions, the process of PSAA is in‐
troduced in three steps.
1) Partitioning Stochastic Variable and Historical Dataset

The stochastic variable P k
Wt (k = 12K) is partitioned 

into two parts: P k
Wt (k = 1) and P k

Wt (k = 23K). For clari‐

ty, we use the one-dimensional variable P 1
Wt to represent 

P k
Wt (k = 1) and the (K - 1)-dimensional variable P 2

Wt to repre‐
sent P k

Wt (k = 23K).
Similarly, the historical dataset corresponding to the sto‐

chastic variable must be partitioned. When the expectation 
of the stochastic variable is approximated using the mean of 
the MC samples, the error introduced is positively correlated 
with the variance of the historical dataset [29]. To reduce 
this error, we select the dimension with the largest variance 
as the non-sampled set and the others as the sampled set. 
Thus, the historical dataset is partitioned into a one-dimen‐
sional non-sampled set and a (K - 1) -dimensional sampled 
set. Assume that P 1

Wt corresponds to the non-sampled set, 
whereas P 2

Wt corresponds to the sampled set.
In Assumption 1, P 1

Wt represents the wind power output in 

Xt +PW,t+zt Mk,t≥0, n=1, 2, ..., N
k      k,n      n    n

Yt +PW,t+zt Mk,t≥0, s=1, 2, ..., N
k      k,s      s    s

Objective

function

Decision

variable

Stochastic

variable

The spinning

reserve constraints

in the form of JCCs  

Representing JCCs

in the form of

expectations 

Converted

by SAA 

Converted

by SAA 

Combined with the

big-M formulation

Binary variables 

Combined with the

assumed CDF Φ

Continuous variables

Original problem

Objective

function

Causing a 

non-convex

solution space

Causing a convex

solution space  

Avoiding introduction of

binary variables and

improving the

computation

efficiency   

Convexifying

the solution

space to make it

easier to find

the optimal

solution

Decision

variable

Stochastic

variable

Φ(z2, t)-Φ(z1, t)≥yt

Φ(z2, t)-Φ(z1, t)≥yt
n                n           n

s               s          s

Pr{Xt  ≥�PW,t, t=1, 2, ..., K}≥0
k         k,n   

Pr{Yt  ≥PW,t, t=1, 2, ..., K}≥0
k      k,n   

E[I	Xt  ≥�PW,t, t=1, 2, ..., K)]≥0
k          k

E[I	Xt  ≥PW,t, t=1, 2, ..., K)]≥0
k       k

Fig. 1.　Process for improving SAA.
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one area, and P 2
Wt represents the wind power output in the 

remaining K - 1 areas. In the MAS-WP considered in this pa‐
per, the correlation of wind farm output in a single area is 
relatively strong, whereas the correlation of wind farm out‐
put between areas is weak. Therefore, in the approximation 
process, the correlation is ignored. In related studies such as 
[33], [34], the correlation of wind farm output between areas 
is not considered. Therefore, based on Assumption 1, we 
consider P 1

Wt, P
2
Wt, and their expectations to be independent.

Still, we take (9) as an example, which can be reformulat‐
ed as:

Pr{X k
t ³-P k

Wtk = 12K} =E[ I ( X 1
t ³-P 1

WtX
2
t ³-P 2

Wt ) ]
(20)

where X 2
t  is the (K-1) -dimensional variable to represent 

X k
t (k = 23K).
Lemma 1: let X and Y be independent stochastic variables 

that can be integrated, and g ( )XY  be a real-value function. 
If the expectation of g ( )XY  exists, we have:

E[ g ( )XY ] =EX[ ]EY[ g ( XY ) ] =EY[ ]EX[ g ( XY ) ] (21)

According to Lemma 1, (20) can be formulated as:

EP 1
Wt

é
ëEP 2

Wt
[ I ( X 1

t ³-P 1
WtX

2
t ³-P 2

Wt ) ]ùû ³ ε (22)

2) Approximating Expectation of Stochastic Variables
Similar to SAA, PSAA approximates the expectation of 

stochastic variables using the mean of the MC samples. The 
difference derives from the fact that PSAA only approxi‐
mates the expectation of (K - 1) -dimensional variables and 
not that of K-dimensional variables. Then, (22) can be for‐
mulated as:

 1
N∑n = 1

N

EP 1
Wt
[ ]I ( )X 1

t ³-P 1
WtX

2
t ³-P 2n

Wt =

 1
N∑n = 1

N

P{ }X 1
t ³-P 1

WtX
2
t ³-P 2n

Wt ³ ε (23)

where P 2n
Wt (n = 12N) is the MC sample of P 2

Wt.
A normal distribution is commonly selected as the known 

distribution for wind power. Therefore, based on Assumption 
2, this paper selects a normal distribution as the known distri‐
bution for P 1

Wt that corresponds to the non-sampled set. 
Therefore, Φ (·) represents the CDF of the normal distribution.

With the auxiliary continuous variable yn
t  (n = 12N) 

used to represent the confidence level, (24)-(26) are obtained.

Pr{X 1
t ³-P 1

WtX
2
t ³-P 2n

Wt} ³ yn
t     n = 12N (24)

1
N∑n = 1

N

yn
t ³ ε (25)

yn
t ³ 0    n = 12N (26)

where yn
t  is the lower bound of the probability of the inequal‐

ity X 1
t ³-P 1

Wt with X 2
t ³-P 2n

Wt being satisfied.
3) Converting Chance Constraints into Deterministic Con‐
straints

In (24), the conditions for inequalities X 1
t ³-P 1

Wt and X 2
t ³

-P 2n
Wt to hold are independent. We can then reformulate (24) 

as:

Pr{X 1
t +X k

t +P kn
Wt ³-P 1

Wt} ³ yn
t     k = 23Kn = 12N

(27)

As P 1
Wt follows the distribution of Φ (·), two continuous 

auxiliary variables z n
1t and z n

2t are introduced, which lie in 
the distribution of Φ (·) and satisfy z n

2t ³P 1
Wt ³ z n

1t. Thus, we 
have:

Pr{z n
2t ³P 1

Wt ³ z n
1t} =Φ ( z n

2t ) -Φ ( z n
1t ) (28)

Finally, we can obtain the deterministic constraints via 
(29)-(34).

X 1
t +X k

t +P kn
Wt ³-z n

1t    k = 23Kn = 12N (29)

X 1
t +X k

t +P kn
Wt ³-z n

2t    k = 23Kn = 12N (30)

Φ ( z n
2t ) -Φ ( z n

1t ) ³ yn
t     n = 12N (31)

-¥£ z n
1t £ z n

2t £+¥    n = 12N (32)

1
N∑n = 1

N

yn
t ³ ε (33)

yn
t ³ 0    n = 12N (34)

Similarly, (10) can be converted to:

Y 1
t + Y k

t -P ks
Wt ³ z s

1t    k = 23Ks = 12N (35)

Y 1
t + Y k

t -P ks
Wt ³ z s

2t    k = 23Ks = 12N (36)

Φ ( z s
2t ) -Φ ( z s

1t ) ³ ys
t    s = 12N (37)

-¥£ z s
1t £ z s

2t £+¥    s = 12N (38)

1
N∑s = 1

N

ys
t ³ ε (39)

ys
t ³ 0    s = 12N (40)

As (29)-(34) and (35)-(40) show, no binary variables ex‐
ist. However, they have the same convergence as the SAA-
based formulas of (14) - (16) and (17) - (19). In particular, 
when N increases, the obtained solution tends to approach 
the optimal solution.

For further details on the theoretical derivation and mathe‐
matical proof of the PSAA method, please refer to [35]. Sup‐
plementary Material A provides a detailed explanation of the 
concavity or convexity of constraints (31) and (37).

C. Analysis of Advantages of PSAA

Next, the conversion results of (19) is examined. Figure 2 
shows the solution processes of PSAA and SAA. Compared 
with SAA, PSAA has the following advantages.
1) Reducing Sample Scale

SAA samples are based on all historical datasets of sto‐
chastic variables, whereas PSAA first partitions the historical 
dataset into the non-sampled and sampled sets, which reduc‐
es the sample scale. In addition, as the error is an increasing 
function of the variance, to reduce this error, PSAA selects 
the one-dimensional historical dataset with the maximum 
variance as the non-sampled set and the remaining historical 
data as the sampled set.
2) Avoiding Introduction of Binary Variables

Comparing the SAA-based formulas of (14)-(16) with the 
PSAA-based formulas of (29)-(34), it can be seen that both 
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methods introduce auxiliary variables. However, SAA intro‐
duces N binary variables z n

t , whereas PSAA introduces 3N 
continuous variables z n

1t, z n
2t, and yn

t . Although the number of 

introduced variables increases, it avoids many binary vari‐
ables, which greatly improves the computation efficiency.

V. SOLUTION STEPS BASED ON PSAA

Figure 3 shows the solution steps based on PSAA, which 
are detailed as follows.

Step 1: establish a mathematical model that incorporates 
the PSR and NSR constraints in the UC problem using JCCs.

Step 2: standardize JCCs (5) and (6), and convert them in‐

to Pr{X k
t ³-P k

Wtk = 12K} ³ ε and Pr{Y k
t ³P k

Wtk =

12K} ³ ε, which facilitates subsequent mathematical der‐

ivation and exposition.
Step 3: partition the stochastic variable and historical data‐

set based on Section IV-B-1). The historical dataset P km
WHt (k =

12K, m = 12M ) is partitioned into the non-sampled 
set P 1

Wt and the sampled set P 2
Wt.

Step 4: approximate the expectation of stochastic variables 
based on Section IV-B-2). Obtain MC samples P 2n

Wt (n =
12N) from the EDF of the sampled set P 2

Wt, and use 
the normal distribution to replace the CDF of the non-sam‐
pled set P 1

Wt, thereby obtaining (24)-(26).
Step 5: convert JCCs into deterministic constraints based 

on Section IV-B-3). Obtain the MC samples from the sam‐
pled set and assume the CDF of the non-sampled set. Then, 
the MC samples and the assumed CDF are combined to 
mathematically derive the PSR deterministic constraints (29)-
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(34) and NSR deterministic constraints (35)-(40).
Step 6: solve the UC model using the deterministic con‐

straints of the existing solvers to obtain the scheduling infor‐
mation.

VI. CASE STUDIES

A. Case Descriptions

Two cases are considered in this paper. Case I represents 
a three-area system with 33 thermal units based on the IEEE 
39-bus system. Area 1 consists of 10 thermal units and one 
wind farm with a capacity of 850 MW. Area 2 consists of 
13 thermal units and one wind farm with a capacity of 1050 
MW. Area 3 consists of 13 thermal units and one wind farm 
with a capacity of 1350 MW.

Case II represents a three-area system with 120 thermal 
units based on the IEEE 118-bus system. Area 1 consists of 
33 thermal units and one wind farm with a capacity of 1600 
MW. Area 2 consists of 33 thermal units and one wind farm 
with a capacity of 2500 MW. Area 3 consists of 54 thermal 
units and one wind farm with a capacity of 2800 MW.

In both cases, the scheduling horizon is 24 hours with a 
scheduling interval of one hour. Each scheduling interval has 
730 historical samples of wind power, resulting in 17520 his‐
torical samples throughout the entire scheduling horizon. 
The historical samples are sourced from [36]. The other pa‐
rameter settings in the simulation are as follows. The confi‐
dence level is set as ε= 95%, and the SR coefficient is set as 
η= 10%. JCCs are used to establish the SR constraints. Ta‐
ble I lists the simulation schemes.

In Case I, S1 and S2 apply SAA [19] and PSAA with 200 
MC samples, respectively, whereas S3 and S4 have 400 MC 
samples. The purpose of the simulation is to compare not on‐
ly the performances of the PSAA and SAA solutions but al‐
so the effects of the number of MC samples on the perfor‐
mances.

In Case II, S5-S8 have 400 MC samples, and the perfor‐
mances of SAA, SAA with the improved big-M method (de‐
noted as big-M-SAA) [24], SAA with LHS (denoted as LHS-

SAA) [26], PSAA, and the multi-stage robust optimization 
(MSRO) method [37] are compared.

This paper focuses on solving the SR constraints in JCC 
form. Therefore, the comparison between the methods in‐
cludes system operating cost, computation time, and SR.

B. Simulation Results of Case I

1) Verification of Feasibility of PSAA
Figure 4 shows the changes in the computation time and 

confidence levels of SAA and PSAA with an increase in 
sample size.

Figure 4 shows that the computation time for SAA and 
PSAA increases with the number of MC samples. When the 
sample size increases to 400, the computation time of SAA 
increases to approximately 1800 s, whereas that of PSAA in‐
creases only to approximately 200 s.

Both SAA and PSAA are unable to satisfy the system re‐
quirements when the number is less than 100. When the 
number increases to approximately 150, the confidence level 
of PSAA satisfies the system requirements. SAA requires 
350 samples to satisfy a confidence level of 95%.

Table II shows that as the confidence level increases, both 
methods require an increase in the number of MC samples, 
with SAA requiring more samples than PSAA. In addition, 

TABLE I
SIMULATION SCHEMES

Case

I

II

Scheme

S1

S2

S3

S4

S5

S6

S7

S8

S9

Method

SAA

PSAA

SAA

PSAA

SAA

Big-M-SAA

LHS-SAA

PSAA

MSRO

Number of MC samples

200

200

400

400

400

400

400

400

Step 1
Step 2

Standardize the PSR constraint

(5) and NSR constraint

(6) into (9) and (10) 

Step 3

Partition the stochastic variable and

historical dataset  

Step 4

Approximate the expectation of

the stochastic variable based on

MC samples and the assumed CDF  

Step 5

Obtain the deterministic constraints

(29)-(34) and (35)-(40) 

Conversion process of

JCCs based on PSAA 

Step 6

Solve the UC model using

an existing solver 
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Fig. 3.　Solution steps based on PSAA.
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in the same range of increased confidence levels, SAA re‐
quires even more samples than PSAA. However, as the con‐
fidence level increases, the number of MC samples required 
by both methods does not increase continuously. The confi‐
dence level obtained by SAA is in the range of approximate‐
ly 95.1%-95.5%, whereas for PSAA, it is in the range of ap‐
proximately 95.6%-96.0%.

Figure 4 and Table II show that, as the sample size in‐
creases, the slopes of the two curves representing computa‐
tion time remain relatively constant, whereas those of the 
two curves representing confidence level gradually decrease. 
When the sample size exceeds 200, the slope of the red 
curve decreases to 0, indicating that PSAA is less sensitive 
to the sample at this point. If the sample size is increased on 
this basis, the computation time will increase with little ef‐
fect on the confidence level. However, the slope of the blue 
curve decreases to 0 only when the sample size exceeds 300, 
indicating that SAA requires a larger sample size. The sensi‐
tivity to the sample decreases with a sufficiently large sam‐
ple size.

The previous comparative analysis shows that the perfor‐
mance of PSAA is less affected by the number of MC sam‐
ples and can meet the system requirements using fewer sam‐
ples. Moreover, PSAA has a stronger ability to deal with 
large-scale samples and has a higher computation efficiency.
2) Comparison of Results of S1 and S2

Figure 5 shows the PSR and NSR ratios of S1 and S2. 
The PSR and NSR ratios of both schemes satisfy the system 
requirements in Areas 1 and 2. In Area 3, the PSR and NSR 
ratios of S2 meet the system requirements. However, at 
11:00 and 12:00, the NSR ratio of S1 is less than 10%, 
which does not meet the system requirements.

In addition, the fitness of SR allocation is verified in two 
respects: wind curtailment ratio and load loss ratio. Theoreti‐
cally, the wind curtailment and load loss ratios should not 
exceed the risk level (5%).

Figure 6 shows the wind curtailment and load loss ratios 
of S1 and S2. In all three areas, the load loss ratio of both 
schemes is zero, which indicates that the PSR capacity of 
the system is sufficient. However, for the wind curtailment 
ratio, a significant difference is observed between S1 and 
S2. In Area 3, the results based on S2 exceed the boundary 
line at 10:00 and 12:00.

The aforementioned results indicate that when the sample 
size is 200, the scheduling results based on SAA cannot ful‐
ly meet the system requirements. There are instances in cer‐
tain scheduling intervals when the NSR ratio is too low 
and the wind curtailment ratio is too high. However, this 
problem does not exist in the scheduling results based 
on PSAA.
3) Comparison of Results of S3 and S4

Figure 7 shows the PSR and NSR ratios for S3 and S4. 
The PSR and NSR ratios at all scheduling time satisfy the 
system requirements.

Figure 8 shows the wind curtailment and load loss ratios 
of S3 and S4. The load loss ratios of S3 and S4 are zero in 
all three areas, indicating that the PSR ratios of the two 
schemes are sufficient. The load loss ratios of both schemes 
are no larger than 5% in the three areas, indicating that the 
NSR ratios in these three areas are sufficient.

TABLE II
CONFIDENCE LEVELS OF SAA AND PSAA

Set

1

2

3

4

5

6

7

8

Confidence level 
range (%)

[92.0, 92.5)

[92.5, 93.0)

[93.0, 93.5)

[93.5, 94.0)

[94.0, 94.5)

[94.5, 95.0)

[95.0, 95.5)

[95.5, 96.0)

Number of samples 
required for SAA

70

100

120

150

180

250

380

Number of samples 
required for PSAA

10

25

40

50

70
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150

360
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The results for S1-S4 show that there is little variation in the 
PSAA results when the sample size increases from 200 to 400. 
However, a significant change can be observed in the SAA re‐
sults. After the sample size increases to 400, the SAA results 
for SR and wind curtailment ratios meet the system require‐
ments. The aforementioned results again illustrate that, in con‐
trast to PSAA, SAA is highly dependent on the sample size.

C. Simulation Results of Case II

Figure 9 shows the PSR and NSR ratios of S5-S9, which 
shows that the PSR and NSR ratios are higher than 10% dur‐
ing all scheduling time. In Area 1, the PSR ratio of S8 is 
higher than those of S5-S7 and S9, and the NSR ratio of S8 
is lower than those of S5-S7. In Area 2, the PSR and NSR 
ratios of S9 are the highest, and the results of S5-S8 are ba‐
sically the same. In Area 3, the PSR ratios of S5-S8 are basi‐
cally the same. S9 has the lowest PSR ratio, and the NSR ra‐
tio of S8 is higher than those of S5-S7 and S9.

Figure 10 shows the wind curtailment and load loss ratios 
of S5-S9. In all three areas, the load loss ratios of S5-S9 are 
zero, and the wind curtailment ratios of S5-S7 are lower 
than those of S8 and S9. The comparative results show 
that among the four types of chance constraint-based 
methods, compared with SAA, big-M-SAA, and LHS-
SAA, the solution results of the PSAA are the most ac‐
curate and least conservative. In addition, the PSAA is 
roughly equivalent to that of the MSRO.

D. Operating Cost and Computation Time

For Case I, when the MC sample size is 200, the operat‐
ing cost of S1 is slightly less than that of S2. However, S2 
has a much shorter computation time. When the sample size 
increases to 400, the computation time of S3 and S4 also in‐
creases.
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However, S4 still has a significant advantage. The operat‐
ing cost of S3 increases compared with that of S1, because 
when the sample size is small, due to insufficient NSR, the 
solution of S1 does not meet the system requirements. Com‐
pared with that of S2, the variation of S4 is minimal, indicat‐
ing that PSAA obtains a result that satisfies the system re‐
quirements, even with a small sample size.

For Case II, the operating costs of S5-S7 are basically the 
same, where S8 has a slightly higher operating cost, and S9 
has the lowest operating cost. The computation efficiency of 
S9 is higher than those of S5-S7, but a time of more than 
1000 s is still required. The solution speed of S8 is much 
faster than those of S5-S7 and S9, which only takes 204.65 
s. For S5-S7, big-M-SAA has a higher solution efficiency. 
The comparison results indicate that the big-M method can 
simplify the computation complexity. However, the effects 
are not significant. The LHS-SAA mostly improves the sam‐
pling accuracy and has less effects on the computation effi‐
ciency.

The results for S8 and S9 indicate that the PSAA incurs 
an increase of 0.86% in operating cost compared with the 
MSRO. However, the computation time is reduced by 
87%. Therefore, we can conclude that the PSAA pro‐
vides greater benefits in terms of computation time com‐
pared with the MSRO.

By comparing S3 and S5, when the number of units is in‐
creased from 33 to 120 while keeping the number of MC 
samples at 400, the solution time of SAA increases signifi‐
cantly. A comparison of S4 and S8 shows that the computa‐
tion time of PSAA increases slightly, indicating that PSAA 
is effective in dealing with large-scale power systems and 
has a high solution speed.

A comparison of the results presented in Fig. 4 and Table 
III indicates that when the sample size increases from 200 to 
400, the confidence level obtained by SAA increases by ap‐
proximately 2%, and the corresponding computation cost in‐
creases by approximately 6%.
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However, the confidence level of PSAA remains relatively 
constant, and its computation time remains stable. In addi‐
tion, when the number of MC samples is 400, the confi‐
dence level of PSAA is higher, resulting in a slightly longer 
computation time for PSAA compared with that for SAA.

VII. CONCLUSION

In this paper, a UC problem with JCCs in MAS-WP is in‐
vestigated. To address the problems of complex analytical 
computation processes and low computation efficiency of tra‐
ditional methods, an improved simulation method called 
PSAA is adopted. The deterministic constraints obtained us‐
ing PSAA include only continuous variables. Simulation re‐
sults show that, compared with SAA and other improved 
methods such as big-M-SAA, the PSAA exhibits higher accu‐
racy and efficiency in solving the UC problem with JCCs in 
MAS-WP.

Future work will consider uncertainties from both the gen‐
eration and load sides simultaneously in UC problems and 
extend the PSAA to solve chance-constrained problems in‐
volving multiple types of stochastic variables.
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TABLE III
OPERATING COSTS AND COMPUTATION TIME
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S9

Method
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PSAA
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LHS-SAA

PSAA

MSRO

Operating cost ($)
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4839341

Computation time (s)

672.56

57.33
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1574.34
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