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Plants Under Cloud Conditions
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Abstract——The output power variability of photovoltaic (PV) 
power plants （PVPPs） is one of the major challenges for the op‐
eration and control of power systems. The short-term power 
variations, mainly caused by cloud movements, affect voltage 
magnitude and frequency, which may degrade power quality 
and power system reliability. Comprehensive analyses of these 
power variations are crucial to formulate novel control ap‐
proaches and assist power system operators in the operation 
and control of power systems. Thus, this paper proposes a simu‐
lation-based approach to assessing short-term power variations 
caused by clouds in PV power plants. A comprehensive assess‐
ment of the short-term power variations in a PV power plant 
operating under cloud conditions is another contribution of this 
paper. The performed analysis evaluates the individual impact 
of multiple weather condition parameters on the magnitude and 
ramp rate of the power variations. The simulation-based ap‐
proach synthesizes the solar irradiance time series using three-
dimensional fractal surfaces. The proposed assessment ap‐
proach has shown that the PVPP nominal power, timescale, 
cloud coverage level, wind speed, period of the day, and shadow 
intensity level significantly affect the characteristics of the pow‐
er variations.

Index Terms——Photovoltaic (PV) generation, PV power plant, 
partial shading, cloud condition, power variation.

I. INTRODUCTION 

PHOTOVOLTAIC (PV) generation is a growing global 
trend that results in many challenges for modern power 

systems [1], [2]. The short-term power variations (or, equiva‐
lently, fast power variations) inherent to PV power plants 
(PVPPs) present a high level of unpredictability [3] and may 
require control intervention to ensure the grid code require‐
ments established by system operators [1]. These fast power 

variations are mostly caused by cloud movements that attenu‐
ate the global solar irradiance on the ground [4]. Cloud cov‐
erage level, cloud opacity, and wind speed are the main 
weather condition parameters that directly affect short-term 
PVPP power variations [5].

Under typical weather conditions, ramp rates may exceed 
the limits specified by grid codes, posing a risk to power 
system stability and operational reliability [1], [6], [7]. There‐
fore, computational tools and other approaches to quantita‐
tively accessing fast PVPP power variations are relevant for 
the operation and control of modern power systems [5], [8]-
[10]. Proper computational tools and thorough assessments 
may provide a comprehensive understanding of the fast 
PVPP power variations and support operational decision-
making and formulations of novel control approaches for 
PVPPs (or, equivalently, utility-scale PV systems) [5], 
[6], [11].

Different approaches can be employed to perform quantita‐
tive assessments of fast PVPP power variations, such as out‐
put power measurement-based approaches and simulation-
based approaches. Simulation-based approaches may employ 
either measured solar irradiance or synthesized solar irradi‐
ance. The measurement and estimation of solar irradiance 
may be based on ground measurements and satellite images 
[4]. Power variation assessments using output power mea‐
surement-based approaches and solar irradiance measure‐
ment-based approaches usually neither characterize the 
weather condition parameters nor correlate such parameters 
with the power variation characteristics [12]-[16].

Satellite-based approaches are very useful for identifying 
cloud motion and spatial distribution, as well as forecasting 
changes under meteorological conditions on a timescale rang‐
ing from minutes to days. The satellite images can be con‐
verted to solar irradiance by cloud-to-irradiance algorithms 
[13]. However, cloud motion modeling based on satellite im‐
ages is challenging, as stated in [6] and shown in [6], [16]. 
In addition, the spatial resolution of satellite images is typi‐
cally in the order of a few kilometers, and the typical time 
resolution ranges from a few minutes to hours [4], [6], [13], 
[16]. Therefore, satellite-based approaches are not suitable 
and accurate enough to simultaneously generate multiple irra‐
diance signals for the multiple PV units (PVUs) of a PVPP.

The output power variations in multiple PVPPs with dif‐
ferent nominal power are assessed in [12], considering an 
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output power measurement-based approach. Such assessment 
considers the power measurement over a period of one year 
with a one-second resolution and evaluates the magnitude of 
the power variations over different timescales. Other power 
variation assessments have also been performed considering 
output power measurement-based approaches [17]-[21]. How‐
ever, the output power measurement-based approaches do 
not evaluate the individual impact of different weather condi‐
tion parameters on the ramp rate and magnitude of the pow‐
er variations, since they are based on measurements over a 
period with different weather condition parameters.

Simulation-based approaches that employ solar irradiance 
measurements require the adjustment of the spatial scale to 
determine the average solar irradiance incident on the sur‐
face of the PV arrays of interest, since the solar irradiances 
are typically measured by sensors at specific points [22] -
[24]. Such spatial adjustment requires approaches based on 
functions that smooth the measured irradiance signal, such 
as moving average and transfer functions with low-pass fil‐
ter characteristics [25]-[27]. However, the process employed 
to estimate the average irradiance over large geographical ar‐
eas from irradiance measured by a sensor at a single point 
degrades the accuracy of the final average irradiance, since 
this process does not consider the spatial diversity of clouds 
and other relevant weather condition parameters. Despite be‐
ing able to generate the average irradiance for equivalent 
PVPPs, irradiance signal generation approaches based on a 
single-point measurement are unable to generate simultane‐
ously the irradiances for the multiple PVUs that compose a 
PVPP, since the spatial diversity of the clouds cannot be cap‐
tured at a single point [28].

Wavelet-based variability models (WVMs) may correlate 
the irradiance between different sites. However, determining 
the correlation factor employed in WVMs requires dozens of 
irradiance sensors in large PVPPs [25], [26]. In addition, the 
correlation factor required by WVMs significantly varies 
over a timescale of hours to days, as a function of weather 
condition parameters. Therefore, the use of WVM in large 
PVPPs is restricted since it requires dozens of solar irradi‐
ance sensors and the continuous update of the correlation 
factor. In addition, the time-varying correlation factor is val‐
id only for the geographical area from where the dozens of 
solar irradiance signals have been measured [25], [26].

Different from the other approaches, simulation-based ap‐
proaches using synthesized cloud patterns allow the parame‐
terization of the weather conditions. This remarkable advan‐
tage enables comprehensive assessments that consider the in‐
dividual impact of each relevant weather condition parame‐
ter on all the PVUs of the PVPP. The cloud synthesis based 
on the fractal geometry theory, introduced in [29] and im‐
proved in [30], can be employed to formulate simulation-
based approaches to effectively performing operational and 
control analyses in PVPPs and PV distributed generation 
units. In such an approach, synthesized shading surfaces are 
employed to generate realistic solar maps and irradiance 
time series.

A quantitative assessment of power ramp rates in PVPPs 
based on two-stage power conversion PVUs is performed in 

[28], also using a fractal-based approach. The approach pre‐
sented in [28] considers a module-level irradiance synthesis, 
i.e., it generates the solar irradiance for each PV module of 
the PV system, and the PV array model for non-uniform irra‐
diance [31]. Despite the increase in the emulation accuracy, 
the approach proposed in [28] is not suitable for large 
PVPPs based on multiple single-stage PVUs (or, equivalent‐
ly, central inverter PVUs), since the computational expense 
increases considerably with the number of PV modules [32]. 
In addition, the fractal approach employed in [28] does not 
generate realistic elongated solar maps required to perform 
long-term simulations, since there is a discontinuity between 
the multiple frames of solar maps.

This paper formulates an approach to synthesizing solar 
maps and solar irradiance time series for fast power varia‐
tion assessments and other planning, operation, and control 
studies of large PVPPs operating in cloudy weather. Fractal 
surfaces, derived from the concept of fractional Brownian 
motion, are used to generate the shading surfaces and the so‐
lar irradiances for all PVUs of the PVPP. As an innovative 
contribution, the methodology proposed in this paper consid‐
ers the average value of the solar irradiance over the PV ar‐
ray of each PVU of the PVPP, since the resulting average ir‐
radiance presents an accurate linear relationship with the 
PVU output power [33]. In addition, the PVU PV array is 
represented by a typical equivalent PV module model [34]. 
The synthesized solar irradiance time series can be em‐
ployed to perform multiple kinds of simulation-based analy‐
ses in large PVPPs considering predefined weather condition 
parameters. The main innovative contributions of this paper 
comprise:

1) Formulation of a solar irradiance synthesis approach ca‐
pable of providing long-term simulations for PVPPs in the 
order of hundreds of megawatt: different from satellite and 
irradiance measurement-based approaches, the proposed frac‐
tal approach can simultaneously generate the solar irradiance 
time series for all PVUs that compose the PVPP, considering 
the spatial diversity of the clouds.

2) Comprehensive assessment of the fast PVPP power 
variations in a 100 MW PVPP operating under different 
cloud conditions: different from other simulation-based anal‐
yses, the impact of the PVPP nominal power, timescale, 
cloud coverage level, wind speed, period of the day, and 
shadow intensity level on the ramp rates and magnitudes of 
the power variations is comprehensively assessed.

The proposed methodology and performed analysis are 
helpful in supporting planning, operation, and control activi‐
ties, such as voltage fluctuation analyses, frequency variation 
analyses, sizing of auxiliary devices (i.e., battery banks and 
dump loads), transmission line reinforcement, proposition of 
new requirements for grid codes, and formulation and assess‐
ment of novel control approaches. The typical control ap‐
proaches related to PVPPs comprise power ramp control, 
power reserve control (or, equivalently, de-loaded control), 
inertia control, frequency control, and voltage control.

The remainder of paper is structured as follows. Section II 
addresses the fractal-based cloud shadow synthesis. The syn‐
thesis of solar maps and irradiance time series is presented 
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in Section III. Section IV presents the assessment of power 
variations in a PVPP operating under cloud conditions. The 
conclusions are addressed in Section V.

II. FRACTAL-BASED CLOUD SHADOW SYNTHESIS 

The approach proposed in [29] and improved in [30] is 
employed to generate stochastic shadow patterns inherent to 
clouds. The solar maps are generated from the final shading 
surface based on predefined weather condition parameters 
that describe typical real cloud conditions. The cloud cover‐
age level, wind speed, shadow intensity level, PV array cov‐
erage area, period of the day, period of analysis (or, equiva‐
lently, simulation period), and spatial resolution of the shad‐
ing surface are conditions and parameters to provide a com‐
prehensive assessment of the impact of cloud conditions on 
the operation of PVPPs.

The process of shadow emulation is divided into two stages, 
as addressed in the following subsections. The initial stage 
consists of synthesizing a three-dimensional fractal surface us‐
ing the principles of fractional Brownian motion [29]. Subse‐
quently, shading surfaces are synthesized by intersecting the 
fractal surface with several horizontal planes positioned at 
varying heights. The solar irradiance time series (i. e., irradi‐
ance signals) employed in time-domain simulations are gener‐
ated based on the solar map (or, equivalently, final shading sur‐
face). Each elementary fraction of a given geographical area is 
represented by a pixel in such approach. The irradiance over a 
given geographical area can be generated considering a spatial 
resolution ranging from square centimeters to square meters.

A. Synthesis of Three-dimensional Fractal Surface

The classical midpoint displacement algorithm proposed 
in [29] to generate three-dimensional fractal surfaces is capa‐
ble of generating only a single-square frame composed of 
(N + 1)×(N + 1) pixels. However, long simulation periods re‐
quire a rectangular three-dimensional fractal (or, equivalent‐
ly, elongated frame). The elongated fractal surface can be 
achieved by synthesizing multiple frames, as addressed in 
[30]. The longitudinal length of the shading surface is given 
by F ×(N + 1), where F is the number of frames employed to 
generate the fractal surface.

The employed midpoint displacement algorithm applies 
perpendicular displacement h to the central points of the 
squares and midpoints of the edges of the squares. Figure 1 
illustrates the Cartesian plane corresponding to a single-
square frame, defined by 25 points, where each point repre‐
sents a pixel. The Cartesian plane is defined before the algo‐
rithm initialization as a matrix with the desired number of 
pixels (N + 1)×(N + 1). Thus, the algorithm calculates only 
the perpendicular displacement for each pixel (or, equivalent‐
ly, the height h of each point in the third dimension, which 
is perpendicular to the Cartesian plane). In Fig. 1, the circles 
represent the known values of perpendicular displacement de‐
termined by the algorithm, while the diamonds represent the 
height h of each point to be determined in the current stage 
of the algorithm.

The recursive algorithm requires M = log2 N stages to com‐
plete the surface calculation [30]. The fractal roughness is 

defined by the fractal dimension D. The assessment present‐
ed in [29] provides a suitable range of values for D to repre‐
sent the shadows generated by clouds, suggesting the use of 
D = 1.9 in the first half of the calculation process and D =
1.33 in the remaining calculation process.

The values of the perpendicular displacement h of all pix‐
els generated by the algorithm are stored in an 
(N + 1)×(N + 1) matrix Xfrac, which contains all the necessary 
points to represent a single frame of the three-dimensional 
fractal. In the cases of multiple frames used to generate an 
elongated fractal surface, Xfrac has a dimension (N + 1)×((N +
1)´F), where F is the number of employed frames. The dis‐
continuity between multiple frames is eliminated by the mod‐
ified algorithm proposed in [30]. In such an algorithm, the 
displacement values for the first column of pixels in each 
new frame Xfrac,p + 1 (p = 1 2  F) are equal to the displace‐
ment values calculated for the last column of the previous 
frame Xfrac,p.

B. Synthesis of Solar Map

The three-dimensional fractal surface generated by the al‐
gorithm described in the previous subsection is employed to 
generate the final shading surface, which corresponds to a 
horizontal plane (i. e., two-dimensional fractal surface) char‐
acterized by the cloud coverage level and cloud opacity lev‐
el. The cloud coverage level defines the proportion of the so‐
lar map that is shaded by clouds.

The shadow synthesis process, considering a single-fractal 
frame of 513 × 513 pixels, is illustrated in Fig. 2. The shading 
patterns are synthesized by intersecting the three-dimensional 
fractal with several horizontal layers at various levels (or, 
equivalently, horizontal planes), as illustrated in Fig. 2(a). The 
height hcut of the main intersection layer is determined based 
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Fig. 1.　Recursive process of two-dimensional midpoint displacement algo‐
rithm for N = 4. (a) First stage for center midpoints. (b) First stage for edge 
midpoints. (c) Second stage for center midpoints. (d) Second stage for edge 
midpoints.
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on the desired cloud coverage level (or, equivalently, shadow 
level). The main intersection layer (or, equivalently, main cut‐
ting plane) generates a shading matrix Scut composed of binary 
numbers representing the cloud shadow pattern shown in Fig. 
2(b). Each position in the Cartesian plane of the fractal surface 
(or, equivalently, each pixel of Xfrac) corresponds to a unique 
point in the three-dimensional space that can be either above 
or below the given horizontal plane at height hcut (main inter‐
section layer). The value 1 is assigned to pixels of the shading 
matrix Scut when the respective points of the fractal surface are 
below the intersection layer. The pixels of the shading matrix 
Scut are assigned with the value 0 when the respective points of 
the fractal surface are above the intersection layer. The pixels 
with the value 1 form the shaded area. The higher the height of 
the horizontal plane, the greater the percentage of pixels with 
unit values in the shading matrix and, consequently, the higher 
cloud coverage level Nc.

The irregular cloud thickness affects the shadow intensity. 
The clouds usually have higher opacity in their central part 
and lower opacity in their edges. This variable opacity is ac‐
counted for in the algorithm by using multiple additional inter‐
section layers below the main intersection layer. These addi‐
tional layers are placed at different heights of the h-axis, rang‐
ing from hcut to hmin, as depicted in Fig. 2(a). Each intersection 
layer results in a different shading matrix Scut,l. The final shad‐
ing matrix Sf, whose pixels range from 0 to 1, is determined 

by the average of all shading matrices (i. e., Sf =
1
q∑l = 1

q

Scutl, 

where q is the number of intersection layers employed to gen‐
erate the final shading matrix). The value of each pixel of the 

final shading matrix represents the shadow intensity Is, which 
enables the generation of a rendered image to represent the fi‐
nal shading surface, as shown in Fig. 2(c).

III. SYNTHESIS OF SOLAR MAPS AND IRRADIANCE TIME 
SERIES 

The maximum available power (MAP) of PVUs depends 
linearly on the global horizontal irradiance Gg, which is com‐
posed of a direct component Gdir and a diffuse component 
Gdif. The direct component, which is the dominant compo‐
nent of Gg, depends on cloud conditions and the angle be‐
tween the sunlight and the ground surface [35]. The diffuse 
component corresponds to the sunlight portion scattered in 
the atmosphere. The diffuse component does not vary signifi‐
cantly with the cloud movement and thus can be assumed as 
constant [30]. The synthesis of the stochastic global irradi‐
ance over the PV array requires the direct and diffuse com‐
ponents of the irradiance as input.

The solar map is obtained using the transparency matrix 
T f, which quantifies the transparency intensity of the pixels 
It on a scale from 0 to 1. T f is generated by subtracting an 
all-one matrix Sones from the final shading matrix (i. e., T f =
Sones - Sf). A transparency intensity It = 0.4, for example, 
means that 40% of the direct irradiance passes through the 
cloud and reaches the area represented by one pixel or a set 
of pixels on the ground. A transparency intensity of 40% (It =
0.4) corresponds to a shadow intensity of 60% (i.e., Is = 1 -
It = 0.6, which means that the clouds attenuate 60% of the di‐
rect irradiance).

The global irradiance for each pixel on the solar map is 
determined by multiplying the direct irradiance by the trans‐
parency intensity of the pixel and then adding the resulting 
value to the considered diffuse irradiance (i. e., Gg = ItGdir +
Gdif ). Therefore, the solar map, the transparency matrix, and 
the shading matrix have the same dimension, as illustrated 
in Fig. 3. The impact of cloud conditions on PVPP operation 
can be assessed using the average global irradiance Ggm inci‐
dent on the PV array of each PVU within the PVPP, since 
the PVU output power has a strong linear relationship with 
the average irradiance [33]. The average value of the trans‐
parency index Itm of all pixels within the PV array area Ap is 
employed to calculate the global solar irradiance time series 
Ggm. The area Ap illustrated in Fig. 3 is represented by a por‐
tion of the transparency matrix T f, Ap. The transparency index 
of each pixel of T f, Ap is employed to obtain the average 
transparency Itm in area Ap. The proposed algorithm shifts 
the area Ap in the contrary direction of the wind speed to em‐
ulate the shadow movement over the PV array and synthe‐
size the solar irradiance time series (or, equivalently, shifts 
the area Ap from the left to right side of the shading surface, 
as presented in Fig. 3(b)) where Dd = vwDt, where Dt = tk - tk - 1 
is the time resolution of the solar irradiance time series. Such 
relative motion is implemented in the algorithm by scanning 
the columns of T f from left to right.

The set of pixels in T f, employed to synthesize the average 
solar irradiance incident in area Ap, is determined in the pro‐
posed algorithm based on the resolution of each pixel rpixel 
(m2), shadow speed vw (m/s), simulation period t (s), and initial 
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Fig. 2.　Synthesis of shading surfaces from fractal surface. (a) Intersections 
between horizontal planes and fractal surface. (b) Shading surface generated 
by main intersection layer. (c) Final shading surface.
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position of the area Ap. The average transparency intensity in 
each algorithm iteration Itm (tk ) is obtained by summing all the 
pixels within the area Ap in T f, weighted by the total number of 
pixels in area Ap (Np ), as described in (1), where tk is the sam‐
pling instant in the k th sample. The solar irradiance time series 
can be generated considering a time resolution ranging from 
milliseconds to seconds.

Itm (tk )=
1

Np
∑
i =Ri

Rf

 ∑
j =Ci + vwDt

Cf + vwDt

Tfij (1)

where Tfij are the entries of the matrix T f.
The area Ap is characterized in (1) by the rows and col‐

umns of the matrix T f that define the boundaries of the area 
Ap. These boundaries correspond to the initial row Ri, final 
row Rf, initial column Ci, and final column Cf, as illustrated 
in Fig. 3(b). The value of Itm (tk ) in each iteration is multi‐
plied by the direct irradiance and summed with the diffuse 
component to calculate the average global irradiance Ggm (tk ) 
over the area Ap, as described in (2). The direct irradiance 
can be obtained from a typical daily solar irradiance profile 
measured under clear sky conditions, such as the one pre‐
sented in [36]. The diffuse irradiance may be considered con‐
stant, as addressed in the analysis performed in [30].

Ggm (tk )= Itm (tk )Gdir (tk )+Gdif (2)

IV. ASSESSMENT OF POWER VARIATIONS IN A PVPP 
OPERATING UNDER CLOUD CONDITIONS 

The impact of cloud conditions on the fast PVPP power 
variations is comprehensively evaluated by time-domain sim‐
ulations conducted using the Simulink toolbox of the MAT‐

LAB® software. The non-linear simulations have been per‐
formed using the ODE23s solver. A 100 MW PVPP com‐
posed of 25 PVUs with rated power of 4 MW is used as a 
test system, as shown in Fig. 4 [37]. Twenty five PVUs oper‐
ate with low-voltage (LV) in the maximum power point 
tracking (MPPT), which are connected by medium-voltage 
power transformers (T-LV/MV) to the medium-voltage (MV) 
network. A high-voltage power transformer (T-MV/HV) con‐
nects the entire PVPP to the high-voltage (HV) power grid 
[38], [39]. The ith PV array operates with irradiance Gi and 
temperature Ti.

The test PVPP is inspired by a real similar power plant 
evaluated in [32]. However, the proposed assessment ap‐
proach is general enough to be applied to PV systems with 
nominal power ranging from a few kilowatt to a few giga‐
watt. The computational time required to generate the fractal 
and the irradiance signals for the 100 MW PVPP is 11 min 
using a typical laptop with an i7 processor and 16 GB of 
RAM, considering a time series of 6000 s.

PVUs correspond to single-stage PV systems, also known 
as central inverter PV systems [38]. The control loops of the 
PVUs regulate the generated reactive power and DC-link 
voltage at the DC bus between the PV array and inverter 
[39]. The classical perturb and observe (P&O) MPPT algo‐
rithm is employed to define the reference of the DC-link 
voltage, as illustrated in Fig. 5 [40].

The synchronous dq reference frame is employed in the in‐
verter control system to provide a decoupled control of the 
reactive power Q and DC-link voltage Vpv [41]. A classical 
average model, considering the control loops and output fil‐
ter and neglecting the pulse width modulation (PWM) and 
switching dynamics [42], is employed to represent the cen‐
tral inverter of the PVU. The inverter model is presented in 
[39], and the PV array model is presented in [41]. In Fig. 5, 
id and iq are the output currents of the RL filter; vd and vq 
are the output voltages of the RL filter; v*

a, v
*
b, and v*

c are the 
voltage references of the inverter output; Cdc is the DC-link 
capacitance; rf is the filter resistance; Lf is the filter induc‐
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tance; Ipv is the output current of the PV array; θ is the 
phase angle of the grid voltage provided by the phase locked 
loop (PLL) to convert the voltages Va, Vb, Vc and currents 
Ia, Ib, Ic to the dq reference frame; and Qmeas and Qref are the 
measured reactive power and reacticve power reference of 
the PVU, respectively.

The DC-link voltage reference Vpvref provided by the 
MPPT algorithm determines the maximum power point 
(MPP) of the PVU according to the solar irradiance and PV 
array temperature, as illustrated in the P-V curves of Fig. 6. 
The variables Voci, VMPPi, and PMPPi in Fig. 6 correspond to 
the open-circuit voltage, MPP voltage, and active power at 
the MPP, respectively.

The geographical location of 25 PVUs in the test PVPP is 
defined based on the layout of the the Quaid-e-Azam PVPP 
in Pakistan, with nominal power of 100 MWp [32]. The dis‐
tribution of all PVUs in the shading surface is illustrated in 
Fig. 7. A resolution of 1 m2 per pixel is considered to gener‐
ate the shading surface composed of 12 million pixels.

The temporal series of the irradiance are generated using 
(1) and (2), considering a temporal resolution of 1 s (Dt = 1 
s). A wind speed vw of 7.5 m/s for the base case is selected 
based on the assessment presented in [27], [43]. The temporal 
series of the irradiance for the 25 PVUs are generated using 
the same three-dimensional fractal considering cloud coverage 
of 15%, 30%, and 60%, as shown in the solar map of Fig. 8.

The PVPP rated power Pnom, timescale of power variations 
Dtts, cloud coverage level Nc, vw, shadow intensity level Ism, 
and period of the day (or, equivalently, Gdir) are the main as‐
pects evaluated. The diffuse irradiance component is consid‐
ered constant at 200 W/m2 based on the analysis performed 
in [30], and the direct irradiance component is extracted 
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from the daily solar irradiance profile presented in [36].
A solar irradiance time series with 6000 s is generated in 

the first stage of the assessment using the approach de‐
scribed in Section III. The algorithm to generate the irradi‐
ance has been implemented using programming code in the 
MATLAB® programming interface. In the sequence, the so‐
lar irradiance time series are exported to the Simulink tool‐
box of the MATLAB® and used as input signals for the 25 
PVUs of the PVPP model.

The percentage variation of the PVPP output power 
DPDt (tk ) is a quantitative index used in the assessment. The 
power variation is calculated over a timescale of 20 s (Dtts =
20 s) and normalized by Pnom, as defined in (3) [12].

DPDt (tk )=
P(tk )-P(tk -Dtts )

Pnom

´ 100 (3)

The ramp rate of the PVPP output power RR, defined in 
(4), is also employed as a quantitative index in the per‐
formed analysis [44]. The RR, in %/min, is calculated using 
a moving time window of 1 min (Dtts = 1 min) and a resolu‐
tion of 1 s (tk - 1 - tk = 1 s), as employed in [44].

RR(tk )=
P(tk )-P(tk -Dtts )

PnomDtts

´ 100 (4)

The following parameters are employed in the base case 
scenario: PVPP nominal power of 100 MW, timescale of 20 
s for the power variation index, cloud coverage level of 
60%, wind speed of 7.5 m/s, the maximum global solar irra‐
diance of 1000 W/m2 (operation in the midday hours), and 
average shadow intensity of 30%. The impact of each one of 
the parameters at a time is evaluated in the following subsec‐
tions, keeping the remaining parameters constant. The abso‐
lute values of the power variation samples are considered to 
determine the mean and maximum values of the power varia‐
tion magnitudes (DPmean and DPmax). The mean and maxi‐
mum absolute values of the power ramp rate (RRmean and 
RRmax) are also evaluated in the performed analysis.

A. Impact of PVPP Nominal Power on Ramp Rates and 
Magnitudes of Power Variations

The PVPP nominal power determines the geographical ar‐
ea occupied by the PV arrays, which affects the characteris‐
tics of the average irradiance variability in the entire PVPP. 
Three PVPPs with the rated power of 4 MW, 36 MW, and 
100 MW are considered in such analysis. The time response 
of the PVPP output power in each scenario is illustrated in 
Fig. 9, and Table I provides the ramp rates and magnitudes 
of the power variations for the three scenarios.

It is possible to see that the power variation magnitudes  
increase with the PVPP nominal power. However, the mean 
and maximum values of the power variations given by (3) 
and (4) decrease with the increase in the PVPP nominal pow‐
er. The 4 MW PVPP, for example, exhibits a maximum per‐
centage of power variation, which is 5.79 times higher than 
that observed in the 100 MW PVPP. The increase in the 
nominal power has a smoothing effect on the power varia‐
tions because the impact of new shadows arriving overlarge 
geographical areas is partially compensated by the shadows 
leaving such large areas. This compensation phenomenon is 

not significant in small geographical areas (or, equivalently, 
small PVPPs), since the typical size of the shadows caused 
by clouds may completely cover such small areas. In addi‐
tion, the clear sky areas between the clouds may generate un‐
shaded areas that can completely illuminate small PV arrays 
during a short time period, causing fast irradiance variations 
with large amplitude due to the fast transition between shad‐
ed and unshaded irradiances. According to the results, in‐
creasing the nominal power reduces the risk posed by power 
variations on power system reliability.

The impact of the obtained quantitative results on the  
power system is relative, as it depends on the constructive 
and operational characteristics of each specific power sys‐
tem, such as the R/X ratio, equivalent inertia constant Heq, 
and approaches employed to regulate the frequency and mag‐
nitude of the system voltage. A power ramp rate of 10%/
min, for example, is defined as the maximum allowable val‐
ue for PV systems in Germany and Puerto Rico, while the 
Denmark grid code defines 100 kW/s as the maximum allow‐
able power ramp rate for PV systems higher than 11 kW 
[28]. A fast PVPP power variation in the order of dozens of 
MW could not induce a relevant fast voltage variation in a 
network with R/X ratio of 0.06, but it could result in a sub‐
stantial fast voltage variation in a network with R/X ratio of 
0.25. Therefore, the impact level of the fast power variations 
from a specific PVPP depends on additional studies, such as 
power flow and other analyses that require further informa‐
tion beyond the quantitative results presented in this paper. 
The fast PVPP power variation indexes serve as input data 
for other power system studies.

B. Impact of Timescale on Magnitudes of Power Variations

The timescale is an important aspect of power variations, 
since many grid-codes usually define ramp rate limits based 
on different timescales (i. e., maximum MW/min or maxi‐
mum instantaneous MW/s). The voltage control system pres‐
ents a timescale ranging from milliseconds to a few seconds, 
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Fig. 9.　Output power for three PVPPs with different rated power.

TABLE I
RAMP RATES AND MAGNITUDES OF OUTPUT POWER VARIATIONS FOR 

THREE PVPPS WITH DIFFERENT RATED POWER

Pnom (MW)

4

36

100

DPmean (%)

4.65

1.93

1.11

DPmax (%)

21.27

7.30

3.67

RRmean (%/min)

8.82

5.01

2.80

RRmax (%/min)

34.76

15.35

9.74
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while the frequency control system presents a timescale rang‐
ing from seconds to a few minutes.

The performed analysis considers power variations in the 
typical timescales of the voltage and frequency control sys‐
tems. The power variations are evaluated for the 100 MW  
PVPP considering the timescales of 5 s, 20 s, and 60 s (i.e., 
Dtts = 5  s, Dtts = 20  s, and Dtts = 60  s where Dtts is the mov‐
ing time window employed in (3) and (4)). The other weath‐
er condition parameters correspond to the base case parame‐
ters. Figure 10 presents the probability density distributions 
of the magnitudes of power variation for different times‐
cales, and Table II provides the ramp rates and magnitudes 
of the output power variations in different timescales for 100 
MW PVPP. The statistical analysis is generated based on the 
output power presented in Fig. 9, with a period of 6000 s.

The probability density curve for the power variations in 
the timescale of 5 s indicates a higher probability for smaller 
magnitude variations compared with the other timescales. In 
the timescale of 60 s, the distribution curve widens, which 
corresponds to a decrease in the number of smaller-magni‐
tude variations and an increase in the number of higher-mag‐
nitude variations. The timescale of 60 s results in a maxi‐
mum power variation of 9.74%, which is 9.36 times greater 
than the maximum variation observed in the timescale of 5 
s. Timescales higher than 20 s present power variations with 
significant magnitudes, which are consequently more prone 
to disturbing the voltage magnitude. The average and maxi‐
mum ramp rates have increased with the decrease of the tim‐
escale due to the reduction of the moving time window Dtts 
in the denominator of (4).

C. Impact of Cloud Coverage Level on Ramp Rates and 
Magnitudes of Power Variations

Nc affects the ramp rate and the magnitude of the varia‐
tions in the PVPP output power. Cloud coverage levels corre‐
sponding to 15%, 30%, and 60% are employed in the analy‐

sis and the other weather condition parameters correspond‐
ing to the base case parameters. It is worth remarking that 
cloud coverage levels higher than 60% typically occur in 
many regions of the planet [4].

Figure 11 presents the output power of the 100 MW 
PVPP for different cloud coverage levels. The results demon‐
strate that the average power generated significantly decreas‐
es as the cloud coverage level increases. However, the ramp 
rate and magnitude of the power variations significantly in‐
crease as the cloud coverage level increases.

In Table III, the ramp rates and magnitudes of the output 
power variations is presented in the three employed scenari‐
os, considering the base case timescales. The cloud coverage 
level increases from 15% to 60%, which also increases the 
mean and the maximum percentage of power variation by 
3.82 and 2.02 times, respectively. These results indicate that 
the PVPP operation becomes more critical with the increase 
in cloud coverage. The mean and maximum power ramp 
rates also increase significantly as the cloud coverage level 
increases.

D. Impact of Wind Speed on Ramp Rates and Magnitudes of 
Power Variations

The wind speed determines the cloud speed (or, equiva‐
lently, shadow speed), which in turn affects the power varia‐
tions. This analysis considers typical shadow speeds vw ob‐
tained from real measurements in [27], [43]. Shadow speeds 
of 5.0 m/s, 7.5 m/s, and 10 m/s are employed in this analy‐
sis and the other weather condition parameters correspond to 
the base case parameters. It is worth remarking that shadow 
speeds higher than 10 m/s typically occur in many regions 
of the planet [27], [43].

The output power of the 100 MW PVPP for the different 
shadow speeds is shown in Fig. 12. The average values of 
the output power in the three scenarios are similar. However, 
the ramp rates and magnitudes of the output power varia‐
tions increase with the increase of the shadow speed.
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TABLE III
RAMP RATES AND MAGNITUDES OF OUTPUT POWER VARIATIONS FOR 

DIFFERENT CLOUD COVERAGE LEVELS

Nc (%)

15

30

60

DPmean  (%)

0.29

0.59

1.11

DPmax  (%)

1.82

2.67

3.67

RRmean (%/min)

0.67

1.42

2.80

RRmax (%/min)

3.42

5.81

9.74

TABLE II
RAMP RATES AND MAGNITUDES OF OUTPUT POWER VARIATIONS IN 

DIFFERENT TIMESCALES FOR 100 MW PVPP

Dtts (s)

5

20

60

DPmean (%)

0.30

1.11

2.80

DPmax (%)

1.04

3.67

9.74

RRmean (%/min)

3.58

3.34

2.80

RRmax (%/min)

12.51

11.02

9.74
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In Table IV, the quantitative indexes of the power varia‐
tions observed in Fig. 12 are presented. The mean and maxi‐
mum values of the ramp rates and magnitudes of the output 
power variations increase significantly with the increase of 
the shadow speed. Therefore, as the wind speed increases, 
the ramp rates and the magnitudes of the output power varia‐
tions deteriorate. The analysis shows that cloudy days with 
high wind speed result in critical operational conditions for 
PVPPs.

E. Impact of Period of Day on Ramp Rates and Magnitudes 
of Output Power Variations

The period of the day determines the average direct solar 
irradiance and, consequently, affects the characteristics of the 
output power variations. The daily solar irradiance profile ex‐
perimentally obtained in [36] is employed in the analysis. 
Three operational scenarios are employed considering three 
different periods of the day: ① morning period, from 07:00 
to 08:40, when the global irradiance is the lowest (» 400 W/
m2); ② midday period, from 12: 00 to 13: 40, representing 
the period with the highest irradiance value (» 1000 W/m2); ③ afternoon period, from 15:00 to 16:40, characterized by 
an intermediate value of global irradiance (» 710 W/m2). The 
weather condition parameters corresponding to the base case 
are employed in this analysis. Figure 13 presents the output 
power of 100 MW PVPP for different periods of the day, 
and the quantitative indexes for the output power variations 
are presented in Table V.

In the early morning, the output power variations present 
smaller ramp rates and smaller magnitudes compared with 
the other periods. The end of the afternoon also presents a 
similar behavior. The output power variations present higher 
ramp rates and higher magnitudes at midday. The mean val‐
ues of the magnitude and ramp rate of the output power vari‐
ations at midday are 2.41 and 2.35 times higher than the 
mean values observed in the early morning, respectively, as 
presented in Table V. This analysis quantitatively shows that 

the midday period is the critical period for PVPPs operating 
under cloud conditions.

F. Impact of Shadow Intensity Level on Ramp Rates and 
Magnitudes of Output Power Variations

Clouds with higher amount of water particles have higher 
opacity, and consequently, more intense shadows. Additional‐
ly, the central region of clouds is typically characterized by 
a higher opacity compared with the cloud edges. The opacity 
of clouds mainly attenuates the direct component of the so‐
lar irradiance, affecting the global irradiance in the PV ar‐
rays. The performed analysis evaluates the impact of the 
shadow intensity on output power variations for average 
shadow intensity levels Ism of 20%, 30%, and 40%. A mean 
value of shadow intensity levels equal to 40% has been ob‐
served in the measurement-based assessment presented in 
[28]. A shadow intensity level of 40%, for example, means 
that 40% of the direct component of the solar irradiance is 
attenuated by the clouds. The other weather condition param‐
eters corresponding to the base case are employed in this 
analysis.

The responses of the PVPP output power for the three em‐
ployed scenarios are presented in Fig. 14. 

The results show that the increase in the shadow intensity 
increases the ramp rates and the magnitudes of the output 
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TABLE IV
RAMP RATES AND MAGNITUDES OF OUTPUT POWER VARIATIONS FOR 

DIFFERENT SHADOW SPEEDS

vw (m/s)

5.0

7.5

10.0

DPmean (%)

0.78

1.11

1.50

DPmax (%)

2.61

3.67

5.02

RRmean (%/min)

2.06

2.80

3.76

RRmax (%/min)

6.73

9.74
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Fig. 13.　Output power of 100 MW PVPP for different periods of day.

TABLE V
RAMP RATES AND MAGNITUDES OF OUTPUT POWER VARIATIONS FOR 

DIFFERENT PERIODS OF DAY

Ggm (W/m²)

400

710

1000

DPmean (%)

0.46

0.81

1.11

DPmax (%)

1.93

2.93

3.67

RRmean (%/min)

1.19

2.02

2.80

RRmax (%/min)

5.38

7.16

9.74
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power variations and decreases the minimum and average 
generated power. In the scenarios corresponding to shadow 
intensity level of 20% and 40%, the minimum values of the 
PVPP output power are 80.13 MW and 58.81 MW, respec‐
tively.

In Table VI, the quantitative indexes of the power varia‐
tions shown in Fig. 14 are presented. The mean values of 
the ramp rates and magnitudes of the output power varia‐
tions in the scenario with the shadow intensity level of 40% 
are 2.11 and 2.13 times higher than the mean values ob‐
served in the scenario with the shadow intensity level of 
20%, respectively. The maximum values of the output power 
variation indexes have also increased significantly with the 
increase of the shadow intensity level. The analysis shows 
that the increase of the shadow intensity level deteriorates 
the ramp rates and magnitudes of the output power varia‐
tions, as well as reduces the average generated power. There‐
fore, days with high relative humidity are more critical in 
terms of the risk that output power variations pose to the 
power system reliability.

G. Irradiance Measurement-based Approaches: A Compara‐
tive Analysis

Two different irradiance measurement-based approaches 
are employed to perform a comparison analysis. The low-
pass filter-based approach [45] and the time averaging-based 
approach [25], [46] have been employed to generate the out‐
put power of the employed test system (i.e., 100 MW PVPP) 
considering the cloud coverage level of 60% presented in 
Section IV-C. These two approaches considered require a sin‐
gle-point irradiance measurement. The single-point irradi‐
ance signal is generated by a virtual solar irradiance mea‐
surement in the test PVPP. A single pixel of the PVPP foot‐
print is used as a virtual sensor to generate the irradiance sig‐
nal for the irradiance measurement-based approaches.

The low-pass filter-based approach is based on the trans‐
fer function (5).

Pout

Gt

=
Pnom /Gnom

1 + APVPP
s /2πfc

(5)

where APVPP is the area of the PVPP footprint; fc = 0.02A-0.499
PVPP  

is the irradiance cut-off frequency; Pout is the output power 
of the PVPP; Gnom is the nominal irradiance; and Gt is the 
signal corresponding to the single-point irradiance measure‐
ment [45].

The length of the time window corresponding to the time 
averaging-based approach tavg is given by (6).

tavg =
APVPP

vw

(6)

Two scenarios are evaluated in the proposed comparison 
analysis: ① virtual sensor placed at the center of the PVPP, 
which corresponds to the center of the PV array of PVU 13; 
② virtual sensor placed at the upper corner of the PVPP, 
which corresponds to the center of the PV array of PVU 1. 
The output power of the 100 MW PVPP, generated by the 
different approaches in the two scenarios, is presented in 
Fig. 15. The single-point irradiance measurements corre‐
sponding to the two scenarios are presented in Fig. 16. The 
output power generated by the fractal-based approach is em‐
ployed as a reference case, since the solar map generated by 
the fractal is used to generate the single-point irradiance sig‐
nal used in the other two approaches. In addition, the refer‐
ence case considers the cloud spatial diversity and other 
weather condition parameters.

The results show that the measurement point significantly 
affects the equivalent output power generated by the irradi‐
ance measurement-based approaches. The output power in 
the two scenarios is significantly different because the irradi‐
ances measured at the two different points of the PVPP are 
significantly different, as shown in Fig. 16. It can be ob‐
served that the maximum and average relative errors are 
more significant in the scenario corresponding to the irradi‐
ance measured at PVU 1. Relative percentage errors of 
31.24% for the low-pass filter-based approach and 35.84% 
for the time averaging-based approach are observed in the 
scenario corresponding to the measurement at PVU 1. Rela‐
tive percentage errors of 19.88% and 20.96% for the low-
pass filter-based and time averaging-based approaches, re‐
spectively, are observed in the scenario corresponding to the 

TABLE VI
RAMP RATES AND MAGNITUDES OF OUTPUT POWER VARIATIONS FOR 

DIFFERENT SHADOW INTENSITY LEVELS

Ism (%)

20

30

40

DPmean (%)

0.76

1.11

1.61

DPmax (%)

2.48

3.67

5.24

RRmean (%/min)

1.91

2.80

4.07

RRmax (%/min)

6.61

9.74
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Fig. 15.　Output power of test PVPP. (a) Output power of PVPP for irradi‐
ance measured at center of PVU 13. (b) Output power of PVPP for irradi‐
ance measured at center of PVU 1.
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measurement at PVU 13.

Different from the other approaches, the cloud spatial di‐
versity inherent to the fractal-based approach allows the syn‐
thesis of the average solar irradiance for each PVU of the 
PVPP based on a realistic solar map. The output power of 
PVUs 1, 13, and 25, generated by the fractal-based ap‐
proach, is shown in Fig. 17. The cloud spatial diversity re‐
sults in a highly heterogeneous behavior for the three PVUs. 
At t = 185 s, for example, the output power of PVU 25 is 
1.59 times higher than that of PVU 1. The individual irradi‐
ance and output power at each PVU are essential for propos‐
ing and evaluating control approaches, since PVPPs are con‐
trolled at the PVU level. The output power of each PVU, for 
example, is required in voltage and de-loaded control ap‐
proaches [37].

V. CONCLUSION 

A methodology to generate solar maps and solar irradi‐
ance time series is proposed to assess fast power variations 
and support planning, operation, and control activities in 
large PVPPs under cloud conditions. The approach can si‐
multaneously generate the irradiances for all the multiple 
PVUs within a given PVPP. Three-dimensional fractals are 
employed to synthesize the average irradiance, considering 
predefined weather condition parameters that describe typi‐
cal real cloud conditions, such as cloud coverage level, wind 
speed, and shadow intensity level.

A comprehensive assessment of the stochastic power varia‐
tions inherent to large PVPPs is conducted based on a long-
term simulation considering a detailed dynamic model for all 
PVUs. The proposed approach is employed to provide the ir‐
radiance time series for the 25 PVUs of a 100 MW PVPP. 

The analyses demonstrate that the increase in the cloud cov‐
erage level, wind speed, and shadow intensity level signifi‐
cantly increases the ramp rates and magnitudes of the output 
power variations of the PVPP. Besides, the ramp rates and 
magnitudes of the power variations of the PVPP decrease 
with the increase in the rated power of the PVPP.

The proposed approach and the performed analysis consid‐
er the average irradiance over the entire PV array of each 
PVU. Therefore, they are not intended to assess non-uniform 
irradiance conditions on an individual module-level scale (i.
e., solar irradiance for each PV module of the PV array).

The proposal of a dynamic simulation approach based on 
the integration of the irradiance synthesis approach, and a 
simplified model for large PVPPs with all their multiple 
PVUs is a future direction of this research.
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