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Abstract——Carbon capture and storage (CCS) systems can 
provide sufficient carbon raw materials for power-to-gas (P2G) 
systems to reduce the carbon emission of traditional coal-fired 
units, which helps to achieve low-carbon dispatch of integrated 
energy systems (IESs). In this study, an extended carbon-emis‐
sion flow model that integrates CCS-P2G coordinated operation 
and low-carbon characteristics of an energy storage system 
(ESS) is proposed. On the energy supply side, the coupling rela‐
tionship between CCS and P2G systems is established to realize 
the low-carbon economic operation of P2G systems. On the en‐
ergy storage side, the concept of “state of carbon” is introduced 
to describe the carbon emission characteristics of the ESS to ex‐
ploit the potential of coordinated low-carbon dispatch in terms 
of both energy production and storage. In addition, a low-car‐
bon economic dispatch model that considers multiple uncertain‐
ties, including wind power output, electricity price, and load de‐
mands, is established. To solve the model efficiently, a parallel 
multidimensional approximate dynamic programming algo‐
rithm is adopted, while the solution efficiency is significantly im‐
proved over that of stochastic optimization without losing solu‐
tion accuracy under a multilayer parallel loop nesting frame‐
work. The low-carbon economic dispatch method of IESs is 
composed of the extended carbon emission flow model, low-car‐
bon economic dispatch model, and the parallel multidimension‐
al approximate dynamic programming algorithm. The effective‐
ness of the proposed method is verified on E14-H6-G6 and E57-
H12-G12 systems.

Index Terms——Low-carbon economic dispatch, carbon emis‐
sion flow, state of carbon, parallel multidimensional approxi‐
mate dynamic programming, integrated energy system (IES).

I. INTRODUCTION 

THE clean and low-carbon transformation of energy sys‐
tems has been the primary focus in efforts to curb glob‐

al greenhouse gas emissions [1], [2]. However, the volatility 
and uncertainty of intermittent renewable energy-based gen‐
eration outputs have brought new challenges to the low-car‐
bon operation of energy systems [3], [4]. In an integrated en‐
ergy system (IES), the coupling properties and mutual con‐
version capabilities of electricity, heat energy, and natural 
gas provide effective means to mitigate the intermittency of 
renewable energy-based generation. Therefore, fully exploit‐
ing the low-carbon potential of IESs in production, transmis‐
sion, conversion, distribution, and storage is critical in cop‐
ing with uncertain power outputs from intermittent renew‐
able energy-based generation units and in achieving low-car‐
bon dispatch [5], [6].

Studies have been conducted on the optimal operation of 
IESs [7]-[10]. In addition, [11] proposed a distributionally ro‐
bust optimal dispatching model for an electricity-heat IES 
under the condition of wind power uncertainties and demon‐
strated that coordination between the electric and heat sub‐
systems could effectively increase wind power accommoda‐
tion. Reference [12] proposed a two-stage optimization meth‐
od for a community-integrated energy system and verified 
that the coupled operation of electricity-gas-heat subsystems 
could improve the operational economics of the IES. As an 
effective means of accommodating intermittent renewable en‐
ergy-based generation, power-to-gas (P2G) system is gradual‐
ly being applied in the energy industry [13], [14]. P2G sys‐
tems convert electricity into hydrogen, which can then be 
stored, transported, and converted into other forms of ener‐
gy. Reference [15] established a day-ahead IES dispatching 
model considering P2G systems to minimize IES operational 
costs and verified that the P2G systems could effectively in‐
crease wind power accommodation. However, the aforemen‐
tioned studies were essentially focused on electricity with 
the goal of minimizing IES operational costs while ignoring 
additional costs derived from carbon emission. And the dis‐
patch modes, in which electricity and carbon are separated 
from each other, restrict the low-carbon and economic opera‐
tion of the IES.

To achieve low-carbon and economic operations of IESs, 
numerous studies have been conducted on optimal dispatch‐
ing of IES in terms of carbon [16] - [18]. In [19], a carbon 
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tax mechanism was incorporated into the economic dispatch 
model of IES to reduce the carbon emission of coal-fired 
units. Carbon capture and storage (CCS) system is an effec‐
tive emission reduction technology that has received wide‐
spread attention [20], [21]. In [22], a low-carbon economic 
dispatch problem was investigated for intermittent renewable 
energy-based generation and coal-fired units with CCS sys‐
tems. However, in terms of an electricity-gas-heat-coupled 
IES, a quantitative analysis of the energy savings and emis‐
sion reduction benefits from CCS system has rarely been re‐
ported.

A thorough analysis of the carbon emission flow (CEF) 
process can also greatly assist in evaluating the effects of 
low-carbon dispatch. CEF theory was developed in an earlier 
study and provided a new analytical tool for low-carbon dis‐
patch. In [23] and [24], CEF models were proposed that can 
trace the embedded CO2 emissions of energy usage. Howev‐
er, in these studies, energy storage systems (ESSs) were not 
incorporated into the CEF model, which affected the rational‐
ity of the carbon emission results. The traditional CEF mod‐
el is known to have difficulty in accurately depicting the car‐
bon emission characteristics of an ESS-based system be‐
cause of the variety and time coupling of ESS states. There‐
fore, extending the CEF model for better application to the 
low-carbon dispatch of IES is necessary.

To solve these problems, an extended CEF (ECEF) model 
is introduced, and a CCS-P2G-ESS-coordinated low-carbon 
dispatch model is proposed. The major contributions of this 
study are as follows.

1) A CCS-P2G synergistic operation mode is proposed to 
form an integrated generation-capture-utilization framework 
of carbon emission, which reduces the cost of purchasing 
CO2 and improves the operating economics of the IES.

2) Based on the effects of the charging and discharging 
states of the ESS on the CEF of the system, as well as the 
dynamic relationship between the carbon emission of the 
ESS and the energy in the entire dispatching cycle, the con‐
cept of “state of carbon” (SOCB) is proposed to express the 
carbon emission characteristics of the ESS.

3) The SOCB is combined with the traditional CEF model 
to generate the proposed ECEF model, which considers ESS 
and thus effectively describes the CEF path in the entire pro‐
cess of the IES dispatch period. The ECEF model also pro‐
vides a new assessment criterion for the rationality and effec‐
tiveness of a low-carbon dispatch strategy of IES.

II. SYNERGISTIC OPERATION OF CCS AND P2G SYSTEMS 

A. IES Architecture

The high carbon emission of conventional coal-fired units 
makes it difficult for IESs to operate at low-carbon levels. In 
this study, CCS and P2G systems are coupled to form a 
CCS-P2G synergistic operation mode, which can provide suf‐
ficient CO2 feedstock for P2G systems. The architecture of 
IES with a CCS-P2G synergistic operation mode is shown in 
Supplemental Material A Fig. SA1.

The IES consists of conventional coal-fired units, coal-
fired units with CCS system, ESS devices, wind turbines, 
and electrical loads. The heat system (HS) contains heat stor‐

age tanks (HSTs) and heat loads. Energy-coupling devices in‐
clude P2G systems, combined heat and power (CHP) sys‐
tems, and gas turbines. A portion of the electricity in the sys‐
tem is converted to natural gas through P2G systems, and a 
portion of the natural gas energy is converted to electricity 
and heat energy through the CHP system.

B. CCS-P2G Synergistic Operation Mode

CCS-P2G synergistic operation mode is shown in Supple‐
mental Material A Fig. SA2. The P2G systems convert elec‐
tricity to natural gas through water electrolysis and methana‐
tion. The P2G systems use surplus wind power, solar power, 
and other renewable energy-based generation to electrolyze 
water to produce H2 and O2. The CO2 captured from the 
coal-fired units and the H2 produced in the electrolysis of 
water are then combined to produce CH4 through the metha‐
nation process. The CCS-P2G synergistic operation mode re‐
duces the carbon emission of traditional coal-fired units 
while using CO2 in the system. This reduces the cost of pur‐
chasing CO2 for the P2G systems.

III. ECEF MODEL CONSIDERING ENERGY STORAGE 

Based on CEF theory, we assume that a virtual “carbon 
flow” runs along with the branch power flow, and the CO2 
generated at the source side is transferred to the load side by 
branches (i.e., lines and transformers). The “carbon flow” in‐
tuitively indicates the flow direction of carbon emission dur‐
ing system operation, thereby providing a perspective for 
low-carbon dispatch of the IES.

A. CEF Model

In this study, the key elements of the CEF model are 
based on the theories presented in [25] and [26].
1)　CEF Rate (CEFR)

In this study, the CEFR is used to characterize the carbon 
emission per unit time through branches or nodes:

F cefr =
dF cef

dt
(1)

where F cefr is the CEFR; F cef is the CEF through the branch‐
es or nodes; and t is the scheduling time.
2)　Carbon Intensity (CI)

CI is used to characterize carbon emission per unit of en‐
ergy. CI is typically classified into generation CI (GCI), 
branch CI (BCI), port CI (PCI), and node CI (NCI). GCI is 
related to the power (or carbon emission per unit of energy) 
at the source side. BCI is the CI of the energy flowing along 
a branch, and PCI is the CI associated with the input or out‐
put energy of an energy-coupling device. NCI represents the 
superposition effect of CI. In other words, the CI of each 
branch connected to the same node should be aggregated. 
NCI is the average carbon emission per unit of energy inject‐
ed into the node and is equal to the ratio of the total CI to 
the total energy injected into the node:

NCIit =
∑

beÎΩe +
i

P branch
bet ·BCIbet + ∑

gÎΩG
i

P coal_fired_unit
gt ·GCIgt

∑
beÎΩe +

i

P branch
bet + ∑

gÎΩG
i

P coal_fired_unit
gt

                     "iÎ I"tÎ T (2)
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where NCIi,t is the carbon emission intensity of node i at 
time t; P branch

bet  is the power flowing through branch be at time 

t; BCIbet is the carbon emission intensity of branch be at 

time t; P coal_fired_unit
gt  is the power output of coal-fired unit g at 

time t; GCIg,t is the carbon emission intensity of coal-fired 
unit g at time t; Ωe +

i  is the set of branches that inject power 
into node i; ΩG

i  is the set of coal-fired units that inject pow‐
er into node i; I is the set of all nodes; and T is the set of pe‐
riods.

Figure 1 shows a simple power system to illustrate the re‐
lationship between CEF and electricity flow, where 
P coal_fired_unit

G1t , P coal_fired_unit
G2t , and P coal_fired_unit

G3t  are the power out‐
puts of coal-fired units G1, G2, and G3 at time t, respective‐
ly; P branch

(ij)t  is the power flow from node i to node j at time t; 
GCIG1t, GCIG2t, and GCIG3t are the GCIs of coal-fired units 
G1, G2, and G3 at time t, respectively; and BCI(ij)t is the 
BCI of branch from node i to node j at time t. NCI of node 
2 at time t can be expressed as:

NCI2t =
P branch

(12)t ·BCI(12)t +P coal_fired_unit
G2t ·GCIG2t

P branch
(12)t +P coal_fired_unit

G2t

     "tÎ T (3)

The BCI of a branch is determined by the NCI of the 
sending node of that branch. Therefore, the BCI of branch 
from node 1 to node 2 at time t can be expressed as:

BCI(12)t =NCI1t       "tÎ T (4)

We can then rewrite (3) as:

NCI2t =
P branch

(12)t ·NCI1t +P coal_fired_unit
G2t ·GCIG2t

P branch
(12)t +P coal_fired_unit

G2t

     "tÎ T (5)

The carbon emission of node i at time t can be calculated 
by:

Mit =NCIit·DitDt     "iÎ I"tÎ T (6)

where Mi,t is the carbon emission of node i at time t; Dit is 
the load power of node i at time t; and Dt is the unit schedul‐
ing period, which is set to be one hour in this study.

Thus far, a CEF model in an electric network has been es‐
tablished, and the relationship between “carbon flow” and 
“power flow” has been clarified, thereby endowing the virtu‐
al CEF process with a clear physical meaning. In addition, 
the distribution of CEF in the entire network can be deduced 
based solely on the GCI and the power flowing into the 
node, which is simple and practical.

Similarly, the CEFs in the heat and natural gas networks 

accompany the energy flow of fluids in the heat and natural 
gas pipelines, which is modeled in a similar manner as that 
of the electricity network and is therefore not detailed in this 
study [23].

B. CEF Model of Energy-coupling Devices

In the process of converting energy-coupling devices into 
different types of energy, carbon emission is transferred to 
different energy systems. The carbon emission transfer char‐
acteristics in the energy conversion process can be analyzed 
using the CEF model of the energy-coupling device. This 
study uses the method proposed in [27] to classify energy-
coupling devices into single-input-single-output (SISO) de‐
vices such as gas turbines and P2G systems, and single-in‐
put-multi-output (SIMO) devices such as CHPs. Their car‐
bon-emission flow models are established separately.
1)　SISO Energy-coupling Devices

According to the principle of carbon conservation, the car‐
bon emission associated with the input energy of SISO de‐
vices are allocated to the output energy. In other words, the 
total CEFR at the input port is equal to that at the output 
port, and can be expressed as:

PCI in
eqt·P

in
eqt =PCI out

eqt·P
out
eqt (7)

where PCI in
eqt is the input PCI of the energy-coupling device 

eq at time t; P in
eqt is the input power of energy-coupling de‐

vice eq at time t; PCI out
eqt is the output PCI of the energy-cou‐

pling device eq at time t; and P out
eqt is the output power of en‐

ergy-coupling device eq at time t.
If the conversion efficiency of the SISO energy-coupling 

device eq is ηeq, the relationship between the input and out‐
put of energy can be expressed as:

P out
eqt = ηeq P in

eqt (8)

where ηeq is the conversion efficiency of the SISO energy-
coupling device eq.

Thus, (7) can be rewritten as:

PCI out
eqt =

PCI in
eqt

ηeq
(9)

Based on the CEF model described by (9), we can change 
the perspective from energy to carbon emission to analyze 
the relationship between the input and output of the SISO de‐
vice.
2)　SIMO Energy-coupling Devices

The principle of carbon conservation still holds for SIMO 
energy-coupling devices, and all carbon emission associated 
with input energy must be allocated to the output ports. In 
terms of energy conversion, for a typical backpressure CHP 
system, the output electric and heat energy levels are propor‐
tional to the input natural gas energy, and can be expressed 
as:

ì
í
î

P CHP
ct =GCHP

ct η
e
c

H CHP
ct =GCHP

ct η
h
c

(10)

where P CHP
ct  is the electric power of CHP system c at time t; 

GCHP
ct  is the natural gas flow rate of CHP system c at time t; 

ηe
c is the gas-electricity conversion efficiency of CHP system 

c; H CHP
ct  is the heat power of CHP system c at time t; and ηh

c 

branch

branch
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Fig. 1.　Relationship between CEF and electricity flow.

1800



ZHANG et al.: LOW-CARBON ECONOMIC DISPATCH OF INTEGRATED ENERGY SYSTEMS CONSIDERING EXTENDED...

is the gas-heat conversion efficiency of CHP system c.
In terms of carbon emission, the total CEFR of the input 

port is equal to that of the output ports, and the PCI of the 
input and output ports can be expressed as:

PCI eout
ct ·P CHP

ct +PCI hout
ct ·H CHP

ct =PCI in
ct·G

CHP
ct (11)

where PCI eout
ct  is the PCI of the electric output port of CHP 

system c at time t; PCI hout
ct  is the PCI of the heat output port 

of CHP system c at time t; and PCI in
ct is the input port PCI 

of CHP system c at time t.
The PCI of the electricity and heat energy output ports are 

assumed to be inversely proportional to the conversion effi‐
ciency:

PCI eout
ct

ηh
c

=
PCI hout

ct

ηe
c

(12)

Substituting (12) into (11) yields:

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

PCI eout
ct =

PCI in
ct

2ηe
c

PCI hout
ct =

PCI in
ct

2ηh
c

(13)

Equation (13) is thus the CEF model of the SIMO energy-
coupling device.

C. CEF Model of Energy Storage Devices

Devices in an IES can be divided into three categories ac‐
cording to the methods of energy utilization: energy-discharg‐
ing devices such as generators, energy-consumption devices 
such as various types of loads, and energy-coupling devices 
such as P2G systems. An ESS has two states: energy-dis‐
charging state and energy-consumption state. An ESS in an 
energy-consumption state is equivalent to a special load that 
can absorb some of the carbon emission. However, in an en‐
ergy-discharging state, it is equivalent to a special power-
generation device that releases some of the carbon emission. 
The diversity of ESS states increases the complexity of the 
associated CEF models. Therefore, the concept of SOCB for 
ESSs is proposed and is used to characterize the relationship 
between the energy and absorbed carbon emission in ESSs.

When the ESS is charging, carbon emission flows into the 
ESS along with electric energy, as expressed by:

M cha
et =P cha

et ·NCI ESS
et ·Dt (14)

where M cha
et  is the carbon emission flowing into ESS e at 

time t; P cha
et  is the charging power of ESS e at time t; and 

NCI ESS
et  is the NCI of the node where ESS e is located at 

time t.
When the ESS is discharging, carbon emission is released 

from the ESS along with electrical energy, as expressed by:

M dis
et =P dis

et ·GCI ESS
et ·Dt =

P dis
et

ηdis
e

·SOCBet - 1·Dt (15)

where M dis
et  is the carbon emission released by ESS e at time 

t; P dis
et  is the discharging power of ESS e at time t; GCI ESS

et  is 
the GCI of ESS e at time t; ηdis

e  is the discharging efficiency 
of ESS e; and SOCBet is the SOCB of ESS e at time t.

The SOCB of the ESS is defined as:

SOCBet =
SOCBet - 1 Eet - 1 +M cha

et -M dis
et

Eet
(16)

where Eet is the available capacity of ESS e at time t.
In summary, a unified CEF model for each component of 

the IES is established by mapping the energy storage/release 
process to the carbon emission storage/release process. Thus, 
the application scope of the CEF model is extended.

IV. LOW-CARBON ECONOMIC DISPATCH MODEL OF IES

This study establishes a low-carbon economic dispatch 
model of IES and employs a parallel multi-dimensional ap‐
proximate dynamic programming (PMADP) algorithm for its 
solution. The solution methodology and process of the 
PMADP are shown in Supplemental Material B (B1) - (B6), 
algorithms 1 and 2.

A. Objective Function

The objective of low-carbon economic dispatch in an IES 
is to minimize the operating and carbon emission costs 
while considering the operational constraints of the power 
system, heat system (HS), and natural gas system (NGS). In 
this study, the operating costs of the CHP system and gas 
turbines are integrated into the purchasing cost of NGS:

F =E{Fn }    nÎN (17)

Fn =min
ì
í
î
∑
tÎ T

( f e
nt + f h

nt + f g
nt )+ f c

n

ü
ý
þ

    nÎN (18)

where F is the objective function; E{Fn } is the expected val‐
ue of Fn; Fn is the total operating cost of the IES in scenario 
n; f e

nt is the operating cost of the power system at time t in 
scenario n; f h

nt is the operating cost of the HS at time t in 
scenario n; f g

nt is the operating cost of the NGS at time t in 
scenario n; f c

n  is the carbon emission costs during the sched‐
uling horizon; and N is the set of scenarios.
1)　Carbon Emission Cost

The carbon emission cost f c
n  is usually calculated daily, 

which includes the CO2 transportation and storage cost 
f ctrans

n , carbon quota overage cost f ccost
n , and CO2 purchasing 

cost of P2G systems f cbuy
n . This can be formulated as in [28].

f c
n = f ctrans

n + f ccost
n + f cbuy

n (19)

ì

í

î

ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ï

ï

ï

ï

ï

ï

ï

ï

ï
ïïï
ï

ï

ï

ï

ï

f ctrans
n =C ctrans( )∑

tÎ T
∑
kÎK

M CCS
knt -∑

tÎ T
∑
uÎU

M P2G
unt

f ccost
n =C cdeal

é

ë

ê
êê
ê
M all

nt -∑
tÎ T
∑
gÎG

λcoal_fired_unit
g P coal_fired_unit

gnt -

                         ∑
tÎ T
∑
kÎK

λCCS
k P CCS

knt -∑
tÎ T
∑
cÎC

λCHP
c (P CHP

cnt +H CHP
cnt ) -

                        
ù

û
ú
úú
ú∑

tÎ T
∑
rÎR

λgas_turbine
r P gas_turbine

rnt -∑
tÎ T
∑
oÎO

λexternal_grid
o P external_grid

ont

f cbuy
n =CbuyCO2( )∑

tÎ T
∑
uÎU

τ P2G
u P P2G

unt -∑
tÎ T
∑
kÎK

M CCS
knt

(20)

where C ctrans is the cost coefficient for CO2 transportation 
and storage; M CCS

knt  is the CO2 captured by the CCS system 
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from coal-fired unit k at time t in scenario n; M P2G
unt is the 

CO2 consumed by P2G system u at time t in scenario n; 
C cdeal is the cost coefficient for CO2 transaction; M all

nt  is the 
total carbon emission of the IES at time t in scenario n; 
λcoal_fired_unit

g  is the carbon emission allowance factor for coal-
fired unit g; P coal_fired_unit

gnt  is the power output of coal-fired unit 
g at time t in scenario n; λCCS

k  is the carbon emission allow‐
ance factor for coal-fired unit k with CCS system; P CCS

knt is 
the power output of coal-fired unit k with CCS system at 
time t in scenario n; λCHP

c  is the carbon emission allowance 
factor for CHP system c; P CHP

cnt is the electric power of CHP 
system c at time t in scenario n; H CHP

cnt  is the heat power of 
CHP system c at time t in scenario n; λgas_turbine

r  is the carbon 
emission allowance factor for gas turbine r; P gas_turbine

rnt  is the 
power output of gas turbine r at time t in scenario n; 
λexternal_grid

o  is the carbon emission allowance factor for the ex‐
ternal grid o; P external_grid

ont  is the power purchased from the ex‐
ternal grid o at time t in scenario n; CbuyCO2 is the cost coef‐
ficient for CO2 purchasing; τ P2G

u  is the conversion efficiency 
of P2G system u; P P2G

unt is the energy consumption of P2G 
system u at time t in scenario n; K is the set of coal-fired 
units containing CCS systems; U is the set of P2G systems; 
G is the set of coal-fired units; C is the set of CHP systems; 
R is the set of gas turbines; and O is the set of external 
grids.
2)　Power System Operating Cost

The power system operating cost is expressed as:

f e
nt =∑

gÎG

C coal_fired_unit
g P coal_fired_unit

gnt +∑
rÎR

C gas_turbine
r P gas_turbine

rnt +

                      ∑
oÎO

pexternal_grid
nt P external_grid

ont +∑
iÎ I

Cnp P np
int +∑

eÎE

C cha
e P cha

ent +

                       ∑
eÎE

C dis
e P dis

ent + ∑
wÎW

Cnw P nw
wnt    "nÎN"tÎ T (21)

P nw
wnt =max(P f

wnt -P wind
wnt0)     "nÎN"tÎ T (22)

where C coal_fired_unit
g  is the operating cost coefficient of coal-

fired unit g; C gas_turbine
r  is the operating cost coefficient of gas 

turbine r; pexternal_grid
nt  is the electricity price at time t in scenar‐

io n; Cnp is the penalty factor of load shedding; P np
int is the 

shed load power at node i at time t in scenario n; C cha
e  is the 

charging cost coefficient of ESS e; P cha
ent is the charging pow‐

er of ESS e at time t in scenario n; C dis
e  is the discharging 

cost coefficient of ESS e; P dis
ent is the discharging power of 

ESS e at time t in scenario n; Cnw is the penalty factor of 
wind curtailment; P nw

wnt is the curtailed wind power of wind 
turbine w at time t in scenario n; P f

wnt is the predicted pow‐
er of wind turbine w at time t in scenario n; P wind

wnt is the ac‐
commodated power of wind turbine w at time t in scenario 
n; E is the set of ESSs; and W is the set of wind turbines.
3)　HS Operating Cost

The HS operating cost is expressed as:

f h
nt =∑

zÎ Z

Cnsh H nsh
znt    "nÎN"tÎ T (23)

where Cnsh is the penalty factor for heat load shedding; H nsh
znt 

is the shed heat load at node z at time t in scenario n; and Z 
is the set of nodes in the heat network.
4)　NGS Operating Cost

The NGS operating cost is expressed as:

f g
nt =∑

sÎ S

C source
s Gsource

snt +∑
aÎA

CnsgGnsg
ant     "nÎN"tÎ T (24)

where C source
s  is the natural gas cost from source s; Gsource

snt  is 
the amount of natural gas output from source s at time t in 
scenario n; Cnsg is the penalty factor for natural gas load 
shedding; Gnsg

ant is the shed gas load at node a at time t in 
scenario n; S is the set of gas sources; and A is the set of 
gas network nodes.

B. Constraints

The constraints in the low-carbon economic dispatch mod‐
el of IES include the power system, HS, and NGS operation‐
al constraints as well as energy-coupling device constraints.
1) Power System Operational Constraints

The power system mainly includes the power balance con‐
straint, operational constraints of coal-fired units with CCS 
system, branch power flow constraints, unit start-up and shut‐
down constraints, and ramping constraints.∑

gÎΩG
i

P coal_fired_unit
gnt + ∑

kÎΩK
i

P net
knt + ∑

cÎΩC
i

P CHP
cnt +

∑
rÎΩR

i

P gas_turbine
rnt + ∑

wÎΩW
i

P wind
wnt + ∑

oÎΩO
i

P external_grid
ont +

∑
eÎΩE

i

P dis
ent - ∑

eÎΩE
i

P cha
ent - ∑

qÎΩQ
i

P pump
qnt - ∑

uÎΩU
i

P P2G
unt +

∑
beÎΩe +

i

P branch
bent - ∑

beÎΩe -
i

P branch
bent =Dint -P np

int 

                                                             "nÎN"tÎ T (25)

where ΩK
i  is the set of coal-fired units with CCS systems 

that injects power to node i; P net
knt is the net output power of 

coal-fired unit k with CCS system at time t in scenario n; 
ΩC

i  is the set of CHP systems that injects power to node i; 
ΩR

i  is the set of gas turbines that injects power to node i; ΩW
i  

is the set of wind turbines that injects power to node i; ΩO
i  

is the set of external grids connected to node i; ΩE
i  is the set 

of ESSs that is connected to node i; ΩQ
i  is the set of pumps 

that is connected to node i; P pump
qnt  is the power consumption 

of water pump q at time t in scenario n; ΩU
i  is the set of 

P2G systems that injects power to node i; Ωe +
i  is the set of 

outflow branches of node i; Ωe -
i  is the set of inflow branches 

of node i; P branch
bent  is the power flowing through branch be at 

time t in scenario n; and Dint is the predicted electrical load 
at node i at time t in scenario n.

Operational constraints of coal-fired units with CCS sys‐
tem are expressed as:

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

P CCS
knt =P net

knt +P std
knt +P opt

knt

P opt
knt = χ

opt
k M CCS

knt

M CCS
knt = θ

opt
k Mknt

0 £ θ opt
k £ θCCS_max

k

   "kÎK"tÎ T"nÎN (26)

where P std
knt is the fixed power consumption of coal-fired unit 

k with CCS system at time t in scenario n; P opt
knt is the opera‐

tional power consumption of coal-fired unit k with CCS sys‐
tem at time t in scenario n [29]; χ opt

k  is the energy consump‐
tion of the CCS system to capture per unit CO2; θ

opt
k  is the 

carbon-capture efficiency of coal-fired unit k with CCS sys‐
tem; Mknt is the total carbon emission of coal-fired unit k 
with CCS system at time t in scenario n; and θCCS_max

k  is the 
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upper limit of carbon-capture efficiency of coal-fired unit k 
with CCS system.

The branch power flow constraints are expressed as:

ì

í

î

ï

ï
ïï
ï

ï

ï

ï

ï

ï
ïïï
ï

ï

ï

P branch
bent =

θint - θjnt

xbe

P branch
bent £P max

be

θmin
i £ θint £ θ

max
i

θmin
j £ θjnt £ θ

max
j

    "iÎΩe +
be "jÎΩe -

be "nÎN"tÎ T (27)

where θint is the phase angle of node i that is the first node 
of branch be at time t in scenario n; θjnt is the phase angle 
of node j that is the end node of branch be at time t in sce‐
nario n; xbe is the reactance of branch be; P max

be  is the upper 
power limit of branch be; θmin

i  and θmax
i  are the lower and up‐

per phase angle limits of node i that is the first node of 
branch be, respectively; θmin

j  and θmax
j  are the lower and up‐

per phase angle limits of node j that is the end node of 
branch be, respectively; Ωe +

be  is the set of first nodes of 
branch be; and Ωe -

be  is the set of end nodes of branch be.
The unit operating limits and ramping constraints are ex‐

pressed as:

ì

í

î

ï
ïï
ï
ï
ï

ï

ï
ïï
ï

ï

P coal_fired_unitmin
g £P coal_fired_unit

gnt £P coal_fired_unitmax
g

P netmin
k £P net

knt £P netmax
k

P gas_turbinemin
r £P gas_turbine

rnt £P gas_turbinemax
r

P CHPmin
c £P CHP

cnt £P CHPmax
c

             "gÎG"kÎK"rÎR"cÎC"nÎN"tÎ T (28)

ì

í

î

ï
ïï
ï
ï
ï

ï

ï
ïï
ï

ï

P coal_fired_unit
gnt -P coal_fired_unit

gnt -Dt £ r coal_fired_unitup
g

P net
knt -P net

knt -Dt £ r netup
k

P gas_turbine
rnt -P gas_turbine

rnt -Dt £ r gas_turbineup
r

P CHP
cnt -P CHP

cnt -Dt £ r CHPup
c

          "gÎG"kÎK"rÎR"cÎC"nÎN"tÎ T (29)

ì

í

î

ï
ïï
ï
ï
ï

ï

ï
ïï
ï

ï

P coal_fired_unit
gnt -Dt -P coal_fired_unit

gnt £ r coal_fired_unitdown
g

P net
knt -Dt -P net

knt £ r netdown
k

P gas_turbine
rnt -Dt -P gas_turbine

rnt £ r gas_turbinedown
r

P CHP
cnt -Dt -P CHP

cnt £ r CHPdown
c

             "gÎG"kÎK"rÎR"cÎC"nÎN"tÎ T (30)

where P coal_fired_unitmin
g  is the lower output power limit of coal-

fired unit g; P coal_fired_unitmax
g  is the upper output power limit of 

coal-fired unit g; P netmin
k  is the lower output power limit of 

coal-fired unit k with CCS system; P netmax
k  is the upper out‐

put power limit of coal-fired unit k with CCS system; 
P gas_turbinemin

r  is the lower output power limit of gas turbine r; 
P gas_turbinemax

r  is the upper output power limit of gas turbine r; 
P CHPmin

c  is the lower output power limit of CHP system c; 
P CHPmax

c  is the upper output power limit of CHP system c; 
r coal_fired_unitup

g  is the ramp up rate of coal-fired unit g; r netup
k  is 

the ramp up rate of coal-fired unit k with CCS system; 
r gas_turbineup

r  is the ramp up rate of gas turbine r; r CHPup
c  is the 

ramp up rate of CHP system c; r coal_fired_unitdown
g  is the ramp 

down rate of coal-fired unit g; r netdown
k  is the ramp down rate 

of coal-fired unit k with CCS system; r gas_turbinedown
r  is the 

ramp down rate of gas turbine r; and r CHPdown
c  is the ramp 

down rate of CHP system c.
The operating constraints of ESSs are expressed as:

ì

í

î

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ï

ï

ï

ï

ï

ï

ï
ïï
ï
ï

ï

ï

ï

ucha
ent + udis

ent £ 1

ucha
entu

dis
entÎ{01}

0 £P cha
ent £ ucha

ent P
chamax
e

0 £P dis
ent £ udis

ent P
dismax
e

Eent =Eent -Dt + η
cha
e P cha

entDt -

             ηdis
e P dis

entDt

E min
e £Eent £E max

e

E end
en =E init

en

    "eÎE"nÎN"tÎ T (31)

where ucha
ent is the binary variable representing the charging 

state of ESS e at time t in scenario n; udis
ent is the binary vari‐

able representing the discharging state of ESS e at time t in 
scenario n; P chamax

e  is the maximum charging power of ESS 
e; P dismax

e  is the maximum charging power of ESS e; ηcha
e  is 

the charging efficiency of ESS e; Eent is the available capac‐
ity of ESS e at time t in scenario n; E min

e  is the available 
minimum capacity of ESS e; E max

e  is the available maximum 
capacity of ESS e; E end

en  is the available capacity of ESS e at 
the end of the dispatching cycle in scenario n; and E init

en  is 
the available capacity of ESS e at the beginning of the dis‐
patching cycle in scenario n.
2) HS Operational Constraints

As Fig. 2 shows, a typical HS consists of a heat station, 
pipelines, and a heat exchange station, where the heat station 
and heat exchange station act as the heat source and heat 
load, respectively. In scenario n, the HS constraints include 
the heat station operational constraints, heat network pipeline 
constraint, and heat exchange station operational constraint.

1) Heat station constraints
The heat station constraints can be expressed as:

cwatermCHP
c (T S

cnt - T R
cnt )=H CHP

cnt     "cÎC"nÎN"tÎ T (32)

P pump
qnt =

mpump
q (Pr S

qnt -Pr R
qnt )

ηpump
q ρ

    "qÎQ"nÎN"tÎ T (33)

where cwater is the heat capacity of the liquid in the pipeline 
network of the heat station; mCHP

c  is the mass flow rate of 
the liquid in CHP system c; T S

cnt is the supply temperature 
of CHP system c at time t in scenario n; T R

cnt is the return 
temperature of CHP system c at time t in scenario n; mpump

q  
is the mass flow rate of the liquid in pump q; Pr S

qnt is the 
supply pressure of pump q at time t in scenario n; Pr R

qnt is 
the return pressure of pump q at time t in scenario n; ηpump

q  is 
the operating efficiency of pump q; and ρ is the density of 
the liquid in the pipeline.

Heat station

CHP Pump

Supply pipeline; Return pipeline

Heat exchange station

Fig. 2.　Basic structure of HS.
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2) Heat network constraints
The heat network constraints can be expressed as:

ì

í

î

ï

ï
ï
ïï
ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

∑
bhÎΓ pipe -

z

T SO
bhntm

pipe
bhnt =T S

znt ∑
bhÎΓ pipe +

z

mpipe
bhnt

∑
bhÎΓ pipe +

z

T RO
bhntm

pipe
bhnt = T R

znt ∑
bhÎΓ pipe -

z

mpipe
bhnt

T SI
bhnt = T S

znt    "bhÎΓ pipe -
z

T RI
bhnt = T R

znt    "bhÎΓ pipe +
z

    "zÎ Z"nÎN"tÎ T

(34)

ì

í

î

ï
ïï
ï

ï
ïï
ï
ï
ï

T SO
bhnt = (T SI

bhnt - T am
t )e

λ
bh L

bh

cwatermpipe

bhnt + T am
t     "bhÎΓ pipe -

z

T RO
bhnt = (T RI

bhnt - T am
t )e

λ
bh L

bh

cwatermpipe

bhnt + T am
t     "bhÎΓ pipe +

z

    

"nÎN"tÎ T (35)

where Γ pipe -
z  is the set of pipelines that end at node z; T SO

bhnt 

is the outlet temperature of the supply pipeline bh at time t 
in scenario n; mpipe

bhnt is the water mass of the supply pipeline 

bh at time t in scenario n; T S
znt is the supply temperature of 

heat network node z at time t in scenario n; Γ pipe +
z  is the set 

of pipes that begin at node z; T RO
bhnt is the outlet temperature 

of the return pipeline bh at time t in scenario n; T R
znt is the 

return temperature of heat network node z at time t in scenar‐
io n; T SI

bhnt is the inlet temperature of the supply pipeline bh 

at time t in scenario n; T RI
bhnt is the inlet temperature of the 

return pipeline bh at time t in scenario n; T am
t  is the ambient 

temperature at time t; λbh is the heat conductivity of pipeline 
bh; and Lbh is the length of pipeline bh.

3) Heat exchange station constraint
The heat exchange station constraint can be expressed as:

cwatermnode
z (T S

znt - T R
znt )+H nsh

znt =H node
znt     "zÎ Z"nÎN"tÎ T

(36)

where mnode
z  is the mass flow rate of the liquid at node z; and 

H node
znt  is the predicted value of the heat load of node z at 

time t in scenario n.
3) NGS Operational Constraints

In deterministic scenario n, the NGS operational con‐
straints include nodal flow balance and natural gas pipeline 
operational constraints [30].

1) Nodal flow balance constraint
The nodal flow balance constraint can be expressed as:∑

sÎΩS
a

Gsourse
snt + ∑

uÎΩU
a

GP2G
unt + ∑

bgÎΩg +
a

Gpipe
bgnt - ∑

bgÎΩg -
a

Gpipe
bgnt +Gng

ant =

       Gload
ant + ∑

cÎΩC
a

GCHP
cnt + ∑

rÎΩR
a

Ggas_turbine
rnt     "aÎA"tÎ T"nÎN

(37)

where ΩS
a is the set of natural gas sources connected to node 

a; Gsourse
snt  is the output of natural gas source s at time t in sce‐

nario n; ΩU
a  is the set of P2G systems connected to node a; 

GP2G
unt is the gas production of P2G system u at time t in sce‐

nario n; Ωg +
a  is the set of the pipelines that begin at node a; 

Ωg -
a  is the set of the pipelines that end at node a; Gpipe

bgnt is 

the gas flow rate of natural gas network pipeline bg at time t 
in scenario n; Gng

ant is the shed gas load of node a at time t 

in scenario n; Gload
ant is the predicted gas load of node a at 

time t in scenario n; ΩC
a  is the set of CHP systems connected 

to node a; GCHP
cnt is the gas consumption of CHP system c at 

time t in scenario n; ΩR
a  is the set of gas turbines connected 

to node a; and Ggas_turbine
rnt  is the gas consumption of gas tur‐

bine r at time t in scenario n.
2) Natural gas pipeline operational constraints
The natural gas pipeline operational constraints can be ex‐

pressed as:

( π4 ) 2

Jbg (p2
ant - p2

bnt )=Gpipe
bgnt|Gpipe

bgnt |
          "bgÎΩg"aÎΩg +

bg "bÎΩg -
bg "nÎN"tÎ T (38)

-Gmax
bg £Gpipe

bgnt £Gmax
bg     "bgÎΩg"nÎN"tÎ T (39)

pmin
a £ pant £ pmax

a     "aÎΩg +
bg "nÎN"tÎ T (40)

pmin
b £ pbnt £ pmax

b     "bÎΩg -
bg "nÎN"tÎ T (41)

where Jbg is the physical coefficient of natural gas pipeline 
bg; pant is the pressure of node a at time t in scenario n; 
pbnt is the pressure of node b at time t in scenario n; Ωg is 
the set of natural gas pipelines; Ωg +

bg  is the set of first nodes 
of natural gas pipeline bg; Ωg -

bg  is the set of end nodes of nat‐
ural gas pipeline bg; Gmax

bg  is the upper limit of the gas flow 
rate of pipeline bg; pmin

a  and pmax
a  are the lower and upper lim‐

its of the pressure at node a, respectively; and pmin
b  and pmax

b  
are the lower and upper limits of the pressure at node b, re‐
spectively.

3) Model transformation

Equation (38) contains the nonlinear terms Gpipe
bgnt|Gpipe

bgnt |, 
p2

ant, and p2
bnt, which lead to difficulties in the solution pro‐

cedures. To solve this problem, an incremental linearization 
method [15] is employed to transform the original nonlinear 
optimization problem into a mixed-integer linear program‐
ming model that can be solved more efficiently.
4) Energy-coupling Device Operational Constraints

1) P2G system operational constraints
The P2G system operational constraints can be expressed 

by:

ì
í
î

ïïïï

ïïïï

GP2G
unt = η

P2G
u P P2G

unt

M P2G
unt =∑

uÎU

τ P2G
u P P2G

unt
    "uÎU"nÎN"tÎ T (42)

where ηP2G
u  is the efficiency of P2G system u.

2) Gas turbine operational constraint
The gas turbine operational constraint can be expressed by:

P gas_turbine
rnt = ηgas_turbine

r Ggas_turbine
rnt     "rÎR"nÎN"tÎ T (43)

where ηgas_turbine
r  is the efficiency of gas turbine r.

3) CHP system operational constraints
The CHP system operational constraints can be expressed 

as:

ì

í

î

ïïïï

ïïïï

P CHP
cnt = k CHP

c H CHP
cnt

GCHP
cnt =

P CHP
cnt +H CHP

cnt

k CHP
c

    "nÎN"tÎ T (44)

where k CHP
c  is the efficiency of CHP system c.
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V. CASE STUDIES 

Two test systems are employed to verify the effectiveness 
of the proposed method. One is the E14-H6-G6 system, 
which consists of a 14-node electric network, a 6-node heat 
network, and a 6-node gas network. The other is the E57-
H12-G12 system, which consists of a 57-node electric net‐
work, a 12-node heat network, and a 12-node gas network. 
The topologies of the two test systems are shown in Supple‐
mental Material A Fig. SA3 and Fig. SA4. The parameters 
of the electric network are referenced in [31] and [32], and 
the heat and gas network parameters are presented in [33]. 
MATLAB is used to call the GUROBI solver for solving the 
model. The computer is employed with a Windows 10 sys‐
tem, a 3.9 GHz Intel i5-8300H CPU, and 16 GB RAM. The 
total dispatching horizon is 24 hours.

A. E14-H6-G6 System

1)　Analysis of Effectiveness of CCS-P2G Synergistic Opera‐
tion Mode

To verify the effectiveness of the proposed CCS-P2G syn‐
ergistic operation mode, comparative experiments are em‐
ployed using the IES operation modes proposed in [3] and 
[34]. Three distinct scenarios are defined as follows.

Scenario 1: no coal-fired units are equipped with CCS sys‐
tem [3].

Scenario 2: some of the coal-fired units are equipped with 
CCS, but the CCS and P2G systems operate in the separate 
mode [34].

Scenario 3: some of the coal-fired units are equipped with 
CCS system, and the CCS and P2G systems operate in the 
synergistic operation mode.

1)　Effects of carbon purchase costs of P2G systems
The coal-fired units described in Scenario 1 are not 

equipped with CCS system; therefore, the P2G systems can‐
not use the carbon emission from the coal-fired units for the 
methanation reaction and must purchase CO2. As a result, 
the CO2 purchase cost coefficient of P2G may affect the dis‐
patch results. Therefore, we discuss the wind power accom‐
modation capabilities and operating economy of the system 
under different CO2 purchase cost coefficients. The total op‐
erating costs and the wind power accommodation rate of the 
IES with the CO2 purchase cost coefficients are shown in 
Fig. 3.

As Fig. 3 shows, when the CO2 purchase cost coefficient 
of P2G systems is 200 ¥/MWh or greater, the wind power 
accommodation rate is 70%, which is the same as when 

P2G systems are not in operation. Simultaneously, the operat‐
ing cost of the IES reaches its peak at ¥7867.20×103. This is 
because with the increase in CO2 purchase cost coefficients, 
the total revenue obtained by P2G systems to generate natu‐
ral gas through the methanation reaction cannot cover the 
cost of purchasing CO2, and using P2G systems for wind 
power accommodation is not economical. Therefore, P2G 
systems are out of operation. By contrast, with a decrease in 
the CO2 purchase cost, the revenue obtained from using P2G 
systems for wind power accommodation, and the generated 
natural gas supplied to the gas network gradually increases. 
When the CO2 purchase cost coefficient is 0 ¥/MWh, wind 
power cannot be fully accommodated due to the limitation 
of the P2G system capacity, and the highest wind power ac‐
commodation rate is 96.37%. Thus, CO2 purchase cost coeffi‐
cients and the capacities of P2G systems clearly have signifi‐
cant effects on the amount of wind power accommodation 
and the operating economics of the IES. In addition, suffi‐
cient CO2 for P2G systems can be produced by coal-fired 
units equipped with CCS system, which effectively reduces 
the CO2 purchase cost coefficients of P2G systems and in‐
creases the low-carbon economics of the IES.

2)　Dispatch results in different scenarios
The total cost of the IES as well as the fuel cost of coal-

fired units, the cost of carbon trading, and the CO2 purchase 
cost for P2G systems are compared in the three scenarios to 
further analyze the effect of CCS systems on IES low-car‐
bon dispatch and to verify the effectiveness of the proposed 
CCS-P2G synergistic operation mode. The results are sum‐
marized in Table I.

As Table I shows, the carbon emission cost in scenario 2 
is ¥80.21×103, which is 73.46% less than that in scenario 1 
because the carbon emission of coal-fired units with CCS 

system has decreased significantly. In terms of the fuel cost 
of the coal-fired units, the integration of CCS systems 
causes additional energy consumption of the coal-fired units. 
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Fig. 3.　Effects of CO2 purchase costs of P2G systems on operating costs 
and wind power accommodation rate.

TABLE I
COST COMPARISONS OF THREE SCENARIOS

Scenario

1

2

3

Fuel cost of coal-fired 
units (¥103)

1307.79

1410.45

1514.26

Carbon emission cost 
(¥103)

302.17

80.21

-59.71

Carbon transportation cost 
(¥103)

0

40.77

35.91

CO2 purchase cost for P2G 
(¥103)

4.72

3.07

0

Total cost (¥103)

7444.97

7375.76

7315.52

1805



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 12, NO. 6, November 2024

Therefore, the fuel cost of the coal-fired units in scenario 2 
increases by 7.8% over that in scenario 1. Carbon transporta‐
tion costs occur in scenario 2 because the CO2 captured by 
the CCS system must be transported and stored. In terms of 
the CO2 purchase cost for P2G systems, because the energy 
consumption of CCS system can relieve the pressure of 
wind power accommodation on P2G systems, the CO2 pur‐
chase cost for P2G systems in scenario 2 decreases by 
35.10% as compared with that in scenario 1, and the total 
cost decreases by ¥69.22×103.

In scenario 3, the CCS-P2G synergistic operation mode is 
formulated based on scenario 2. The carbon emission cost is 
further reduced because the CO2 captured by the CCS sys‐
tem is fully utilized. Because surplus carbon emission allow‐
ances can be sold in the carbon market, a profit of ¥59.71×
103 is earned. In the CCS-P2G synergistic operation mode, 
as sufficient CO2 captured by the CCS system can be direct‐
ly supplied to P2G systems for the methanation reaction, the 
total amount of CO2 required is reduced; the carbon transpor‐
tation cost decreases by 11.92%; and the CO2 purchase cost 
for P2G systems is reduced to zero. As a result, the total op‐
erating cost is ¥60.24×103 less than that in scenario 2 and 
¥129.46×103 less than that in scenario 1. Thus, the proposed 
CCS-P2G synergistic operation mode significantly improves 
the operational economy and low-carbon performance of the 
IES through the full reuse of CO2, thus verifying the effec‐
tiveness of the CCS-P2G synergistic operation mode in low-
carbon dispatch.
2)　Results of ECEF

To verify the effectiveness of the proposed ECEF model 
when considering the ESS, three typical periods are selected 
in scenario 3: 01:00-02:00, which is the period of the wind 
power peak and load valley; 14:00-15:00, which is the load 
valley period; and 18: 00-19: 00, which is the period of the 
load peak and wind power valley.

Table II lists the power outputs of devices during these pe‐
riods, and Supplemental Material C Fig. SC1 shows the CEF.

According to Supplemental Material C Fig. SC1(a) and 
Fig. SC1(d), during 01:00-02:00, the overall direction of the 
CEF exhibits a trend of spreading from node 14, which is 
connected to the wind turbine, to the entire network. A high 
proportion of wind power reduces the NCI of the entire net‐
work while increasing the pressure on the system to accom‐
modate wind power. The P2G systems use surplus wind pow‐
er to produce natural gas to avoid penalty costs caused by 
wind curtailment. The problem of wind power accommoda‐
tion has also been effectively solved while reducing the gas 
production cost of the gas source. Due to the green power 
provided by wind power, the NCI of node 14 decreases to 
zero. According to constraint (14) of the ECEF model, when 

the NCI of the node connected to the ESS decreases to zero, 
the electricity stored by the ESS contains no carbon emis‐
sion, thus realizing the flexible utilization of low-carbon re‐
sources. Supplemental Material C Fig. SC1(f) shows that the 
injection of low-carbon wind power reduces the SOCB of 
the ESS, which is equivalent to using low-carbon wind pow‐
er to reduce the original high-carbon electricity in the ESS 
so that the carbon emission per unit of electric energy is re‐
duced. In subsequent dispatching, the ESS can reduce the 
NCI of the entire network while meeting the load demand 
by releasing low-carbon electric energy, thereby achieving 
low-carbon operation of the system.

Supplemental Material C Fig. SC1(b) and Fig. SC1(d) re‐
veal that during 14: 00-15: 00, which is the valley of wind 
power, the overall direction of the CEF shows a trend of 
spreading from node 13, which is connected to the gas tur‐
bine, to the entire network. Due to the increase in the propor‐
tion of output from high-carbon-emission units, the NCIs of 
all nodes in the network increase compared with the value 
during 01:00-02:00. The NCI of node 14 with the ESS in‐
creases from 0 gCO2/kWh to 286.34 gCO2/kWh. To ensure 
the global optimality of the dispatch decision, the ESSs are 
charged during 14: 00-15: 00 to meet the energy demand in 
subsequent electrical load peak periods. According to con‐
straint (14), because the NCI of the node where the ESS is 
located is not zero, the electric energy containing carbon 
emission is charged to the ESS, which causes an upward 
trend in the SOCB of the ESSs during 14: 00-15: 00, as 
shown in Supplemental Material C Fig. SC1(f).

Supplemental Material C Fig. SC1(c) and Fig. SC1(d) 
show that during 18:00-19:00, which is the peak of electrical 
load, the wind power accommodation rate further decreases, 
and to ensure the global optimality of the dispatching deci‐
sion, the ESS is discharged to meet the load demand. At this 
time, the SOCB of the ESS is 0.26 tCO2/MWh. The ECEF 
model shows that when the ESS is in the discharging state, 
it is equivalent to special power-generation device, and the 
SOCB of the ESS is the GCI of this special power-genera‐
tion device. A limited amount of low-carbon electric released 
by the ESS is injected into the grid to reduce the NCIs of 
some nodes. The NCI of node 9 is lower than that during 
14:00-15:00 due to the proximity of node 14 in its connec‐
tion to the ESS. This means that the ESS realizes the flexi‐
ble use of low-carbon resources through the storage of wind 
power and improves the low-carbon economy of the IES op‐
eration.

As Fig. 4 shows, during the low-electrical load periods 
from 14:00 to 17:00, the carbon emissions released from the 
generator side are higher than those absorbed from the load 
side. Excess carbon emission is then attached to electrical en‐
ergy and charged into the ESS. During the electrical load 
peak periods from 10:00 to 13:00 and from 18:00 to 21:00, 
the carbon emissions flowing into the loads are greater than 
those released from the generators, and the shortage is sup‐
plemented by the carbon-containing electricity released from 
the ESS. Thus, in the proposed ECEF model under the regu‐
lation of the ESS, the real-time balance of carbon supply 
and demand is broken and then shifts to the carbon emission 
in the entire dispatch horizon.

TABLE II
POWER OUTPUTS OF DEVICES DURING TYPICAL PERIODS

Period

01:00-02:00

14:00-15:00

18:00-19:00

P P2G
unt (MW)

-100.00

0

0

P cha
ent(MW)

-40.00

-59.97

0

P dis
ent(MW)

0

0

19.68

P external_grid
ont
(MW)

-60.00

-60.00

-60.00

P f
wnt

(MW)

184.00

38.00

35.00
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We can conclude that the proposed ECEF model with an 
ESS can accurately describe the flow path of the carbon 
emission in an IES. It also clarifies that the ESS can flexibly 
use low-carbon resources. The proposed ECEF model is an 
effective tool for formulating and analyzing low-carbon dis‐
patch strategies.
3)　Effectiveness of PMADP Algorithm

Low-carbon economic dispatching of an IES with multi‐
variate uncertainty is a multidimensional dynamic planning 
problem that encounters the subproblems of high time con‐
sumption and “curse of dimensionality”. In this study, the 
PMADP algorithm is used to alleviate the “curse of dimen‐
sionality” problem by state variable aggregation, state space 
compression, and parallel computing without loss of accura‐
cy. To verify the effectiveness of the PMADP algorithm in 
solving the low-carbon economic dispatch problem with mul‐
tivariate uncertainty, the solution accuracy and efficiency of 
the traditional stochastic optimization algorithm and serial 
multi-dimensional approximate dynamic programming 
(MADP) algorithm are compared with those of the PMADP 
algorithm used in this study, with the results listed in Table 
III.

Table III shows that in terms of cost expectation, the sto‐
chastic optimization algorithm obtains the lowest cost of 
¥7350.77×103 by solving each scenario exactly. The tradition‐
al serial MADP algorithm and parallelized PMADP algo‐
rithm used in this study approximate the value function to al‐
leviate the “curse of dimensionality”, and the cost expecta‐
tion is slightly increased by 0.81% compared with that of 
the stochastic optimization algorithm. In terms of time con‐
sumption, the PMADP algorithm utilizes computational re‐
sources in a parallel manner by decoupling serial tasks and 
requires the shortest time among the three algorithms, specif‐
ically, 90.29% and 52.58% less time than those of the sto‐
chastic optimization and traditional serial MADP algorithms, 

respectively.
In summary, although the stochastic optimization algo‐

rithm can solve each scene precisely, its low efficiency lim‐
its its application to large-scale systems. The traditional seri‐
al MADP algorithm shows an improvement in terms of com‐
putational efficiency compared with that of the stochastic op‐
timization algorithm. However, its insufficient utilization of 
computational resources limits its application in practical en‐
gineering. The PMADP algorithm used in this study not on‐
ly maintains the calculation accuracy, but also significantly 
improves the computational efficiency by fully using the 
computational resources.

B. E57-H12-G12 System

To further verify the applicability of the proposed ECEF 
model to large-scale systems, we conducted a test on a modi‐
fied IEEE 57-bus system with two sets of wind turbines and 
ESSs. We select the three typical time periods used in the 
E14-H6-G6 system and use the proposed ECEF model to an‐
alyze the characteristics of carbon emission during each peri‐
od. The results are shown Supplemental Material D Fig. 
SD1.

Supplemental Material D Fig. SD1(a) shows that during 
01:00-02:00, the green wind power spreads to the perimeter 
from connected nodes 33 and 57, reducing the NCIs of its 
adjacent nodes to 0. The ESS stores clean electricity without 
carbon emission to achieve coordinated utilization of low-
carbon resources during different periods. An examination of 
the change in the SOCB of the ESS in Supplemental Materi‐
al D Fig. SD1(f) reveals that during the wind power output 
peak and load valley period of 01:00-02:00, because of the 
injection of low-carbon wind power, the SOCBs of the two 
ESSs significantly decrease. The ESSs reduce their internal 
“carbon concentration” by storing low-carbon electricity, and 
in the subsequent dispatch process, low-carbon resources are 
flexibly utilized to achieve low-carbon and economical sys‐
tem operation.

Supplemental Material D Fig. SD1(b) shows that during 
the wind power valley period of 14:00-15:00, the proportion 
of output power from the coal-fired units increases, which 
causes the NCIs of all nodes in the network to increase. The 
NCIs of nodes 33 and 57 where the ESSs are connected in‐
crease from 0 gCO2/kWh to 122.18 gCO2/kWh and 125.41 
gCO2/kWh, respectively. Supplemental Material D Fig. SD1(f) 
shows that in the ECEF model, because of the non-zero NCI 
of the node that connects with the ESS, the carbon electrici‐
ty is injected into the charging process of the ESS during 
the low-load period, and the “carbon concentration” of the 
ESS increases accordingly. Therefore, SOCB shows an in‐
creasing trend during 14:00-15:00.

Supplemental Material D Fig. SD1(c) shows that the ESS 
discharges to meet the load demand during 18: 00-19: 00, 
which is the peak hour of the electrical load. In the ECEF 
model proposed in this study, the SOCB of the ESS during 
discharging process determines the GCI of the node where 
the ESS is located. During 18:00-19:00, the SOCB values of 
the two ESSs are 0.11 and 0.12 tCO2/MWh, respectively. 
Low-carbon electricity is injected into the electric network 

TABLE III
COMPARISONS OF DIFFERENT ALGORITHMS

Algorithm

Stochastic optimization

MADP

PMADP

Cost expectation (¥103)

7350.77

7410.19

7410.19

Total time consumed (s)

4209.21

862.40

408.91
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during the ESS discharging process. Flexible utilization of 
low-carbon resources reduces the NCI, which contributes to 
the low-carbon operation of the system.

The aforementioned results show that even in a system 
with multiple ESSs, the ECEF model proposed in this study 
could still accurately depict the process of carbon emission 
and calculate the SOCB of ESSs throughout the entire dis‐
patch cycle, thus enabling a clear demonstration of the flexi‐
ble utilization of low-carbon energy and its penetration range.

VI. CONCLUSION 

In this study, a CCS-P2G synergistic operation mode and 
a low-carbon dispatch model based on ECEF are proposed, 
and the following conclusions are drawn.

1) The CCS-P2G synergistic operation mode, which inte‐
grates carbon emission generation, capture, and utilization re‐
uses the emitted carbon and contributes to the low-carbon 
operation of the system.

2) By tracking the carbon emission process of ESS over 
the entire dispatch horizon, the role of ESSs in low-carbon 
dispatch is clarified, thus improving the accuracy and ratio‐
nality of the low-carbon dispatch strategy of IES.

3) The proposed ECEF model with ESSs considered can 
accurately describe the CEF process of a system with ESSs, 
enabling perspective shift from energy to carbon, thus pro‐
viding an evaluation approach for low-carbon scheduling 
strategies. The ECEF model can also be applied to large-
scale systems that consist of multiple ESSs.
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