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Synchrophasor Measurement Method Based on 
Cascaded Infinite Impulse Response and Dual 

Finite Impulse Response Filters
Boyu Zhao, Hao Liu, Tianshu Bi, and Sudi Xu

Abstract——High-precision synchronized measurement data 
with short measurement latency are required for applications of 
phasor measurement units (PMUs). This paper proposes a syn‐
chrophasor measurement method based on cascaded infinite im‐
pulse response (IIR) and dual finite impulse response (FIR) fil‐
ters, meeting the M-class and P-class requirements in the IEC/
IEEE 60255-118-1 standard. A low-group-delay IIR filter is de‐
signed to remove out-of-band interference components. Two 
FIR filters with different center frequencies are designed to fil‐
ter out the fundamental negative frequency component and ob‐
tain synchrophasor estimates. The ratio of the amplitudes of the 
synchrophasor is used to calculate the frequency according to 
the one-to-one correspondence between the ratio of the ampli‐
tude frequency response of the FIR filters and the frequency. 
To shorten the response time introduced by IIR filter, a step 
identification and processing method based on the rate of 
change of frequency (RoCoF) is proposed and analyzed. The 
synchrophasor is accurately compensated based on the frequen‐
cy and the frequency response of the IIR and FIR filters, 
achieving high-precision synchrophasor and frequency estimates 
with short measurement latency. Simulation and experiment 
tests demonstrate that the proposed method is superior to exist‐
ing methods and can provide synchronized measurement data 
for M-class PMU applications with short measurement latency.

Index Terms——Synchrophasor measurement, frequency estima‐
tion, infinite impulse response filter, complex bandpass filter.

I. INTRODUCTION 

PHASOR measurement units (PMUs) have been widely 
deployed in power transmission and distribution net‐

works to monitor their steady and dynamic behaviors [1] -
[3]. Due to a significant increase in installed renewable ener‐
gy capacity, power system stability problems have become 
more common, requiring the implementation of real-time on‐

line applications based on real-time synchronized measure‐
ment data such as state estimation, emergency control, and 
fault location [4]-[6]. Therefore, higher accuracy of synchro‐
phasor and frequency measurements with shorter measure‐
ment latency are required.

The IEC/IEEE 60255-118-1 standard classifies PMUs into 
measurement (M-class) and protection (P-class) types based 
on the application scenarios [7]. The core of a PMU is the 
synchronized measurement algorithm. Although the M-class 
PMU algorithm has high measurement accuracy, it has a lon‐
ger measurement latency. While the P-class PMU has a 
shorter measurement latency but a narrower measurement 
bandwidth and a higher sensitivity to harmonics and out-of-
band inter-harmonic interference. Therefore, it is challenging 
to calculate high-precision synchrophasor and frequency 
with short measurement latency because of the constraints 
between measurement accuracy and latency.

Existing synchrophasor measurement methods can be di‐
vided into the frequency-domain and time-domain methods. 
The former includes windowed discrete Fourier transform 
(DFT) methods [7] - [10], interpolated discrete Fourier trans‐
form (Ip-DFT) methods [11]-[15], the Taylor weighted least 
squares (TWLSs) method and its enhancements [16] - [18], 
etc. The performance of the DFT method depends on the fre‐
quency characteristics of the window function, whose default 
rectangular window can perform notch suppression for har‐
monics in steady state. However, when the harmonic frequen‐
cy shifts with the fundamental frequency, the suppression 
performance is substantially reduced. Moreover, the rectangu‐
lar window is difficult to extract the dynamic modulation 
components because of its uneven passband. Therefore, win‐
dow functions such as the Hanning and Blackman windows 
have been used successively [7], [8]. They have a narrower 
transition bandwidth and are able to suppress the fundamen‐
tal negative frequency components and the harmonic compo‐
nents when frequency offset occurs. However, problems 
such as main lobe attenuation in the measured bandwidth ex‐
ist, resulting in poor dynamic performance. A window func‐
tion with a smoother main lobe is designed to improve the 
dynamic performance [9], [10] and obtain a complex band‐
pass filter by frequency shifting, enabling synchrophasor cal‐
culation. This method has good dynamic performance and is 
simple to calculate, but it generally requires 4 cycles and 
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longer data window, resulting in long measurement latency.
Researchers have proposed the Ip-DFT and its improve‐

ments to suppress the spectral leakage of the DFT method 
[11] - [15]. The Ip-DFT method compares two adjacent DFT 
spectral lines and reverses the frequency with a constructor. 
This method can effectively suppress the spectral leakage of 
the DFT method and has good performance in steady state. 
The enhanced Ip-DFT (E-Ip-DFT) [11], multi-spectral line 
Ip-DFT [12], and iterative Ip-DFT [13], [14] have been pro‐
posed to improve the dynamic performance. However, these 
methods are mainly aimed at M-class PMUs, and the use of 
short windows will affect their performance. In addition, the 
dual complex bandpass filter method (2CBPF) has been pro‐
posed. Two flat-top complex bandpass filters with different 
center frequencies are used to suppress the negative frequen‐
cy component and extract the dynamic phasor. The two pha‐
sors are compared to obtain an approximate linear function 
only related to the frequency. The frequency is estimated by 
quadratic function fitting [15]. This method has good static 
and dynamic performance and short measurement latency, 
but it cannot suppress the harmonics and out-of-band compo‐
nents with high amplitude because it is designed for P-class 
PMUs.

The TWLS and its enhancements are the extension of the 
DFT method, which can directly obtain the frequency and 
rate of change of frequency (RoCoF) estimates through the 
Taylor series [16]-[18]. However, the phasor calculation mod‐
el must be adjusted to the frequency, which is sensitive to 
out-of-band interference (OOBI) [16].

Time-domain methods include the nonlinear least squares 
method [19], [20], Prony method [21], [22], and the matrix 
pencil method [23], etc. The nonlinear least squares method 
establishes fitting equations based on signal models and 
solves synchrophasor through the least squares method, 
which has long measurement accuracy. However, it requires 
a longer window length to ensure the fitting accuracy, and 
has high requirements for hardware computing performance 
and sampling rate. The Prony method and matrix pencil 
method construct a characteristic polynomial and characteris‐
tic matrix according to the autoregression and autocorrela‐
tion of the samples and calculate the eigenvalues to estimate 
the frequency of the signal, respectively. These methods 
have high measurement accuracy but are sensitive to noises 
and out-of-band components [23].

The infinite impulse response (IIR) filter is rarely used for 
synchrophasor measurements due to its nonlinear phase de‐
lay. A synchrophasor measurement method based on the Hil‐
bert transform has been proposed, where the IIR filter is 
used to filter out all negative frequency components in the 
spectrum, and the frequency and synchrophasor are estimat‐
ed using the Ip-DFT method [24], [25]. After obtaining the 
frequency, the amplitude and phase of the synchrophasor are 
compensated according to the frequency response of the IIR 
filter accurately. This method has good static and dynamic 
performance. However, it requires a sufficiently long win‐
dow length to ensure a good performance of the Ip-DFT 
method.

To address the above problems, a synchrophasor measure‐

ment method based on cascaded IIR and dual FIR filters is 
proposed to provide synchronized measurement data for pow‐
er system applications requiring short measurement latency 
and high measurement accuracy. The main contributions of 
this paper are as follows.

1) A bilateral low-pass IIR filter with low group delay is 
designed to filter out harmonics and OOBI components. The 
performance of different design methods for IIR filters is an‐
alyzed to achieve better dynamic measurement performance.

2) Dual FIR filters with different center frequencies are 
designed to filter out the negative frequency components and 
extract two synchrophasors with sampling values in one pow‐
er cycle. Reconstruction and difference steps are used to sup‐
press the long-term spectral leakage of negative frequency 
components.

3) Based on the extracted synchrophasors, real-time fre‐
quency is calculated using the ratio of the synchrophasors’  
amplitudes. And the synchrophasor is accurately adjusted 
based on the estimated frequency and the frequency respons‐
es of the IIR and FIR filters.

4) A step identification method based on the RoCoF is 
proposed to reduce the response time of the IIR filtering pro‐
cess, and its sensitivity to different step sizes is analyzed.

The rest of this paper is organized as follows. Section II 
describes the measurement method and framework. Section 
III presents the filter design and step identification. The per‐
formance evaluation is presented in Section IV. Section V 
summarizes this paper.

II. MEASUREMENT METHOD AND FRAMEWORK

A. Signal Model

The dynamic signal model of voltage and current consider‐
ing harmonics and OOBI in the power system is expressed 
as:

x(t)=∑
i = 0

m

2 Xi (t)cos ( )2πfit + φi (t) +w(t) (1)

where i denotes the fundamental (i = 0) and ith harmonic or 
inter-harmonic (i = 12m), and m is the number of har‐
monic and inter-harmonic components; Xi (t) and φi (t) are 
the amplitude and phase of the harmonic or out-of-band in‐
ter-harmonic components, respectively; fi is the constant part 
of the harmonic or out-of-band inter-harmonic frequency; 
and w(t) is the noise term.

If the noise term is ignored, (1) can be written in polar co‐
ordinates according to Euler’s formula:

x(t)»∑
i = 0

m ( )2
2

Xi (t)e
j(2πfit + φi (t))+ 2

2
Xi (t)e

-j(2πfit + φi (t)) =

∑
i = 0

m

( )x+
i (t)+ x-

i (t) (2)

where x+
i (t) and x-

i (t) are the positive and negative frequency 
components of the ith harmonic or inter-harmonic, respective‐
ly. The fundamental synchrophasor and frequency are esti‐
mated by extracting x+

0 (t). Therefore, it is necessary to sup‐
press x-

0 (t), x+
i (t), and x-

i (t).
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B. Framework

Based on the relatively mature design methods of FIR fil‐
ter, the frequency measurement method 2CBPF with short 
measurement latency oriented to P-class PMU is presented 
[15]. However, FIR filters typically require a higher order to 
meet the requirements of the M-class PMU for filtering out 
OOBI, which leads to two problems: ① the frequency re‐
sponse of the dual FIR filters in the measurement band be‐
comes more similar, and the ratio of the amplitude frequen‐
cy response and frequency does not satisfy a one-to-one cor‐
respondence near 50 Hz, causing 2CBPF method to fail; ② 
the measurement latency and response time increase. In con‐
trast, IIR filters can achieve the same out-of-band suppres‐
sion performance at lower orders. Therefore, an IIR filter is 
applied in this paper to filter the OOBI components while 
ensuring sufficient out-of-band suppression ability and reduc‐
ing the order of the FIR filters.

However, there are two main problems with IIR filters. 
First, their nonlinear phase delay can cause a distortion in 
the dynamic modulation components, making it difficult to 
eliminate the group delay using FIR filters that mark the 
timestamp in the middle of the window. It is necessary to 
compensate the synchrophasor accurately based on the fre‐
quency. Second, the IIR filter has a convergence process, re‐
sulting in a longer step response time than FIR methods.

In response to the nonlinear phase problem, this paper de‐
signs a low-group-delay IIR filter to enhance the dynamic 
performance and designs dual FIR filters with low orders to 
estimate the synchrophasor and frequency simultaneously, 
then compensates the amplitude and phase of the synchro‐
phasor accurately based on the frequency. Due to flexible 
passband and stopband planning methods, the FIR filter can 
filter out the negative frequency components of the funda‐
mental signal. In response to the convergence process after 
signal steps, this paper proposes a step identification and pro‐
cessing link based on RoCoF to ensure rapid convergence, 
as described in Section III.

The proposed method can suppress the OOBI and funda‐
mental negative frequency components using a combination 
of IIR and FIR filters. The frequency domain diagram of the 
proposed method is shown in Fig. 1. First, a low-pass IIR fil‐
ter is designed to filter x+

i (t) and x-
i (t). Second, the dual FIR 

filters with different center frequencies are designed to sup‐
press the fundamental negative frequency components x-

0 (t), 
extract x+

0 (t), and obtain two synchrophasors to achieve fre‐
quency estimation and precise synchrophasor compensation.

-fn fn

xi
-(t)

x0
-(t) x0

+(t)

xi
+(t)

1
st
 IIR filter; 2

nd
 FIR filter

Frequency

Magnitude

Fig. 1.　Frequency domain diagram of proposed method.

We use the dual FIR filters with different center frequen‐

cies to extract x+
0 (t) and suppress x-

0 (t). For simplicity, the fil‐
tering process of one FIR filter is described, and the usage 
of the other filter is the same:

X(tk )=
é

ë

ê
êê
ê ù

û

ú
úú
ú∑

n =-N

N

h(n)x̄ ( )tk +
n
fs

e-j2πf0tk »

HIIR ( f0 )HFIR ( f0 )x+
0 (tk )e-j2πf0tk »

|| HIIR ( f0 ) || HFIR ( f0 ) X0 (tk )ej(φ0 (tk )+φIIR ( f0 )+φFIR ( f0 )) (3)

where X(tk ) is the estimated synchrophasor at time tk, whose 
amplitude and phase are X (tk ) and φ(tk ), respectively; h(n) is 
the coefficient of the FIR filter, with an order of 2N + 1 (N 
is a positive integer); x̄(·) is the signal sequence filtered by 
the IIR filter; fs is the sampling frequency; HIIR ( f0 ) and 
HFIR ( f0 ) are the frequency responses of the IIR and FIR fil‐
ters, respectively; and X0 (tk ) and φ0 (tk ) are the real ampli‐
tude and phase of the synchrophasor at time tk, respectively.

Due to the limitation of the filter order, the amplitude fre‐
quency response of the designed IIR and FIR filters is not 
completely flat within the measurement band, and the phase 
frequency response of the IIR filter is not linear. Therefore, 
the amplitude and phase of the initially calculated X(tk ) 
must be corrected based on the frequency. The signal fre‐
quency is estimated using the 2CBPF method [15] to reduce 
the measurement latency of the synchrophasor and frequency.

The 2CBPF calculates the frequency according to the one-
to-one correspondence between the ratio of the amplitude fre‐
quency response of the dual FIR filters and the frequency. 
The frequency calculation is as follows:

RH =
|| H1 ( f0 )

|| H2 ( f0 )
=G( f0 ) (4)

RX =
|| X1 (tk )

|| X2 (tk )
»

|| HIIR ( f0 ) || H1 ( f0 ) X0( )tk

|| HIIR ( f0 ) || H2 ( f0 ) X0( )tk

=
|| H1 ( f0 )

|| H2 ( f0 )
=RH

(5)

f ̂0 =G-1 (RX ) (6)

where RH is the ratio of the frequency responses H1 ( f0 ) and 
H2 ( f0 ) of the dual FIR bandpass filters h1 and h2; X1 (tk ) and 
X2 (tk ) are the synchrophasors calculated by the dual FIR fil‐

ters; f ̂0 is the estimated frequency; and RX is the ratio of 
their amplitudes.

Based on the frequency response of the IIR filter and the 
FIR filter, X(tk ) can be compensated to obtain the accurate 
synchrophasor X0 (tk ):

X0 (tk )=
X(tk )

HIIR ( fm )HFIR ( fm )
ej(φ(tk )-φIIR ( fm )-φFIR ( fm )) (7)

where HIIR ( fm ), φIIR ( fm ), HFIR ( fm ), and φFIR ( fm ) are the am‐
plitude frequency responses and phase frequency responses 
of the IIR and FIR filters at the measurement frequency fm, 
respectively.

The RoCoF is calculated from the backward difference of 
the frequency:

rf (k)=
f ̂0 (k)- f ̂0 (k -M )

M
Fc

(8)
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where rf (k) is the estimated RoCoF; Fc is the calculation fre‐
quency; and M is the calculation interval.

Due to the difficulty in completely filtering out the nega‐
tive frequency component of the fundamental wave when 
the order of the FIR filter is low, increasing the filter order 
can lead to a higher similarity between the dual FIR filters 
in the measurement band, resulting in a nonlinear relation‐
ship between their frequency response ratio and the frequen‐
cy. Therefore, we reconstruct the negative frequency compo‐
nent of the fundamental wave and subtract it from the origi‐
nal signal to suppress the negative frequency component of 
the fundamental wave. The flowchart of the proposed meth‐
od is shown in Fig. 2.

III. FILTER DESIGN AND STEP IDENTIFICATION 

A. Out-of-band Component Suppression: IIR Filter

A low-pass IIR filter is used to suppress the OOBI. The 
IIR filter is designed using the Butterworth, Chebyshev type 
I and type II, ellipse, and the minimum P-norm methods 
with the same design requirements. The amplitude frequency 
response and phase frequency response of the IIR filters de‐
signed with different methods are shown in Figs. 3 and 4, re‐
spectively. The filters designed using the Butterworth meth‐
od have a smaller passband ripple, but their group delay is 
high, and their transition band attenuation is slow, resulting 
in a slow response speed and low resistance to OOBI. The 
filter designed using the Chebyshev type I and ellipse meth‐
ods has fast transition band attenuation, but the passband rip‐
ple is large, resulting in poor dynamic performance. Al‐
though the passband ripple and group delay of the filter de‐
signed using the Chebyshev type II method are small, they 
are greater than those obtained from the minimum P-norm 

method. Thus, the dynamic performance and response speed 
are slightly inferior to that of the minimum P-norm method.

Therefore, the minimum P-norm method is used in this pa‐
per to design the IIR filter using the filter design module in 
MATLAB 2018b. The parameters of the IIR filter are listed 
in Table I, and its frequency response is shown in Fig. 3. 
The IIR filter has a passband ripple of less than 0.02 dB, an 
out-of-band gain of less than -80 dB, and a maximum group 
delay of 13.88 ms within the measurement band.

B. Negative Frequency Component Suppression: Dual FIR 
Filters

Bandpass FIR filter design methods can be divided into di‐
rect and indirect methods. Direct methods include the least 

Design IIR and dual FIR filters according to

requirements of M-class and P-class PMUs

Obtain the undisturbed signal by using IIR filter

Start

End

Extract X1(tk
) and X2(tk

) by using h1(k) and h2(k)

Obtain R
X
 of magnitude of X1(tk

) and X2(tk
)

Estimate preliminary frequency by R
X

Reconstruct x
i

 
(t) by preliminary frequency,

X1(tk
), and original signal

Obtain x
i 
(t) by making differences between

the original signal and x
i

 
(t)

Obtain precise frequency and preliminary

synchrophasor by repeating the first five steps

Obtain precise synchrophasor by compensation

based on frequency and filter characteristics

+

-

-

Fig. 2.　Flowchart of proposed method.
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Fig. 3.　 Amplitude frequency response and phase frequency response of 
IIR filters designed using different methods. (a) Amplitude frequency re‐
sponse. (b) Phase frequency response.

TABLE Ⅰ
PARAMETERS OF IIR FILTER

Parameter

Sampling frequency

Reporting frequency

Section

Order

Passband range

Passband ripple

Out-of-band gain

Group delay (45-50 Hz)

Group delay (50-55 Hz)

Value

1000 Hz

100 Hz

2

8

[0, 60]Hz

£ 0.02 dB

£-80 dB

12.75 ms

13.88 ms
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Fig. 4.　Amplitude frequency response and phase frequency response of de‐
signed IIR filter. (a) Amplitude frequency response. (b) Phase frequency re‐
sponse.
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square-based class design method, iterative reweighted least 
square method, and other methods based on optimization cri‐
teria. Indirect methods design low-pass filter firstly and ob‐
tain a bandpass filter by the frequency shift. The low-pass 
filter design methods include window function method, fre‐
quency sampling method, and the equiripple method, etc. 
Since the low-pass filter design method is more mature and 
simple [26], we use it to design a low-pass filter and per‐
form frequency shifting to construct a bandpass filter.

The Hanning, Blackman, Hamming, and other window 
functions have fast sidelobe attenuation and complete sup‐
pression of all harmonics. However, their passband attenua‐
tion is generally fast, resulting in low-dynamic performance, 
and the harmonic suppression performance is low when the 
fundamental frequency deviates from the rated value [10]. 
The frequency sampling method can effectively suppress har‐
monic components when the filter order is an integer multi‐
ple of half a cycle; however, it has poor dynamic perfor‐
mance. For the same order, the equiripple method has the 
smallest ripple in the passband, and the band weight of the 
filter can be customized to suppress the negative frequency 
component [15].

Therefore, we use the equiripple method to design the 
low-pass filters and obtain two complex bandpass filters by 
frequency shifting. The parameters of designed FIR filters 
are listed in Table II, and their amplitude frequency response 
and the ratio of dual FIR filters RH are shown in Fig. 5. The 
center frequencies of the dual FIR filters are 45 Hz and 55 
Hz, and the gains at the negative frequency component of 
the fundamental wave are lower than -65 dB and -70 dB, 
respectively.

It should be noted that we do not use two FIR filters for 
negative frequency component suppression. Instead, each 
FIR filter independently suppresses the negative frequency 

components and extracts the fundamental synchrophasor. 
The main differences in the design of dual FIR filters are 
the center frequency and passband, which lead to different 
amplitude frequency responses within the measurement band.

However, the test has shown that the estimation accuracy 
of the method does not meet the requirements of the M-class 
PMU standard. The reason is that the fundamental negative 
frequency component is equivalent to an interference compo‐
nent with an amplitude of 100% of the fundamental positive 
frequency component, and its amplitude is much higher than 
the out-of-band components. Therefore, the FIR filter cannot 
completely filter out this component.

Therefore, we reconstruct the negative frequency compo‐
nent of the fundamental wave and determine the difference 
to suppress the negative frequency component of the funda‐
mental wave. It is achieved using the r th calculation of pha‐
sor and frequency and subtracting the result from the origi‐
nal sampling values to obtain a value sequence, containing 
only the fundamental positive frequency component:

x-
r (t)= 2

2
Xre

-j(2πfrt + φr ) (9)

x+
r (t)= xr - 1 (t)- x-

r (t) (10)

where x-
r (t) and x+

r (t) are the reconstructed values of the r th 
calculation of the fundamental negative and positive frequen‐
cy components, respectively; Xr, φr, and fr are the amplitude, 
phase, and frequency of the r th calculation of the fundamen‐
tal synchrophasor, respectively; and xr - 1 (t) is the (r - 1)th re‐
construction signal sequence.

The (r + 1)th synchrophasor and frequency estimation val‐
ues can be obtained by filtering x+

r (t) and comparing the am‐
plitudes. Since the FIR filter has already removed the nega‐
tive frequency component of the fundamental wave, only 
one iteration of the reconstruction and subtraction is required 
to achieve good suppression of the negative frequency com‐
ponent at relatively low-computational complexity.

C. Step Identification and Processing

When a step occurs in the electrical quantity, IIR filtering 
requires time to converge, increasing the step response time 
of the proposed method. Therefore, based on the sensitivity 
of the 2CBPF method to the non-continuous signal, we pro‐
pose a step identification method of electrical quantities 
based on the RoCoF. The flowchart of the proposed step 
identification and processing method is shown in Fig. 6. 
Firstly, the initial frequency is calculated by the IIR and dual 
FIR filters. Secondly, the frequency value is subtracted from 
that of the previous calculation time to determine whether 
the frequency variation exceeds the threshold. If the thresh‐
old is not exceeded, no step has occurred, and the final esti‐
mated value is obtained through compensation according to 
filter characteristics. If the threshold is exceeded, the IIR fil‐
tering process is terminated, and the proposed method is 
transformed into the 2CBPF to achieve a fast step response.

The tests related to the frequency variation in the IEC/
IEEE 60255-118-1 standard include the frequency ramp test 
and the phase modulation (PM) test, with RoCoF of 1 Hz/s 
and 5π Hz/s, respectively. The maximum RoCoF in the se‐

TABLE Ⅱ
PARAMETERS OF DESIGNED FIR FILTERS

Parameter

Sampling frequency

Reporting frequency

Order

Center frequency

Passband range

Passband ripple

Gain at negative frequency component

Filter 1

1000 Hz

100 Hz

21

45 Hz

[40, 50]Hz

£ 0.03 dB

£-65 dB

Filter 2

1000 Hz

100 Hz

21

55 Hz

[50, 60]Hz

£ 0.03 dB

£-70 dB

R
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A
m

p
li

tu
d
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Fig. 5.　Amplitude frequency response and ratio of dual FIR filters. (a) Am‐
plitude frequency response. (b) Ratio of dual FIR filter.
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vere fault event of the South Australia power grid in 2016 
was 6 Hz/s. Therefore, we use a frequency difference thresh‐
old of 0.2 Hz, corresponding to RoCoF of 20 Hz/s with a re‐
porting rate of 100 Hz to identify the electrical quantity 
steps. These settings are appropriate for most non-step dy‐
namic scenarios.

Although the magnitude step specified in the IEC/IEEE 
60255-118-1 standard is 10% times the amplitude value of 
fundamental wave and the phase step is 10°, the step in the 
actual power system may be lower than this value. There‐
fore, this paper analyzes the sensitivity of the proposed meth‐
od to smaller range steps. The absolute values of RoCoF cal‐
culations under magnitude and phase steps are shown in Fig. 
7. The step occurs at 2 s, and the sampling frequency and 
calculation frequency are both set to be 1000 Hz to simulate 
signal steps that may occur at any sampling time.

Figure 7 indicates that after a step occurs, regardless of its 
magnitude, the RoCoF will exhibit three significant peaks. If 
the calculated RoCoF values near these peaks consistently 
exceed the set threshold, the step is considered to occur. In 
practical devices, to conserve hardware resources, the calcu‐
lation frequency is often set lower, such as 100 Hz, which is 
one-tenth of the calculation frequency shown in Fig. 7. 
Therefore, the proposed method can accurately identify a 
step as long as the RoCoF values for 10 consecutive calcula‐
tion points exceed the threshold, irrespective of when the 
step occurs within the sampling period. Consequently, the 
proposed method can accurately detect step signals with 
magnitude steps greater than or equal to 5% and phase steps 
greater than or equal to 3°. Signal distortion is always pres‐
ent when a step occurs in the actual power system, causing 
more drastic changes in RoCoF compared with those shown 
in Fig. 7. Therefore, the sensitivity of the proposed method 
in the actual power system will be further enhanced.

IV. PERFORMANCE EVALUATION 

A. Test Conditions

We compare the proposed method (denoted as M1) with 
the method recommended by the IEC/IEEE 60255-118-1 
standard [7] (denoted as M2), the 2CBPF method [15] (de‐
noted as M3), and the iterative Ip-DFT method [13] (denot‐
ed as M4) through simulation tests. M2 is the windowed 
DFT method, which has been widely used for synchrophasor 
and frequency estimation in commercial PMUs. M3 is the 
2CBPF method deployed in synchronized measurement de‐
vice for control (SMC) (P-class PMU) for estimating the fre‐
quency and RoCoF. M4 is an improved Ip-DFT method with 
good static and dynamic performance. These methods have 
been implemented in the device, and their performance has 
been verified in actual power systems.

The sampling frequency of the proposed method in the 
simulation and experimental tests is 1000 Hz, the reporting 
rate is 100 Hz, and the window length is 1 cycle (corre‐
sponding to a 20 ms time window length in a 50 Hz power 
system). The timestamp of the proposed method is 4 ms be‐
fore the window to eliminate the group delay of the IIR and 
dual FIR filters. Therefore, the synchrophasor measurement 
latency is 24 ms. The data window lengths of M2, M3, and 
M4 are set to be 4, 2, and 4 cycles, respectively, with a sam‐
pling rate of 10000 Hz. Their timestamps are in the middle 
of the time window, the synchrophasor measurement laten‐
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Fig. 6.　Flowchart of step identification and processing method.
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cies are 40 ms, 20 ms, and 40 ms, respectively, and the fre‐
quency measurement latencies are 50 ms, 20 ms, and 40 ms, 
respectively.

The static and dynamic test conditions for the M-class 
PMU in the IEC/IEEE 60255-118-1 standard are listed in Ta‐
ble III, where kx is the amplitude modulation (AM) depth, kp 
is the PM depth, Rf is the RoCoF in the frequency ramp test, 
ksx is the amplitude step size, and ksp is the phase step size. 
The fundamental component has a frequency offset of 0.5 
Hz in the harmonic impact and dynamic modulation tests. In 
addition, 60 dB of Gaussian white noise is added to the sim‐
ulation test signals to address the errors introduced by low-
pass filtering, digital-to-analog conversion, and other process‐
es during signal sampling and processing.

B. Simulation

The test signals are generated by MATLAB at a sampling 
frequency of 1 kHz. Because the signal models are known in 
advance, the true values of the frequency and RoCoF can be 
obtained. The proposed method and the comparison methods 
are used to estimate the synchrophasor, frequency, and Ro‐
CoF of the static and dynamic signals. The estimation errors 
are obtained by comparing the measured and true values.
1)　Off-nominal Tests

Off-nominal tests are used to assess the measurement ac‐
curacy of the methods during the frequency offset. Figure 8 
shows the total vector error (TVE) and frequency error (FE) 
of the proposed methods and the comparison methods for 
different frequency offsets. In Table IV, the maximum TVE, 
maximum FE, and maximum RoCoF error (RFE) are listed. 
Std represents the maximum error of the M-class PMU stan‐
dard. The trend of the RFE is similar to that of FE; there‐
fore, it is not represented in Fig. 8.

Figure 8 shows that when the frequency offset is large, 
the TVE of M2 is significantly higher than that of the other 
methods, whereas the TVEs of M1, M3, and M4 are not sig‐
nificantly affected. The maximum FEs of M2, M3, and M4 
exceed the standard requirements. M2 is a DFT method 
based on the Hamming window. When the fundamental fre‐
quency shifts, its ability to suppress negative frequency com‐
ponents decreases, significantly increasing the TVE and FE. 
M3 is typically used for protection and control application 

scenarios. Thus, it has good dynamic performance in the 
range of [48, 52]Hz. However, when the frequency offset ex‐
ceeds 2 Hz, its measurement accuracy does not meet the re‐
quirements of the M-class PMU standards. M4 has the mini‐
mum TVE due to the iterative process, but its FE is relative‐
ly large due to the long-range spectral leakage of the nega‐
tive frequency component. M1 initially suppresses the nega‐
tive frequency component of the fundamental component 
due to the FIR filter and further suppresses it by reconstruc‐
tion and modification. Therefore, the frequency measurement 
accuracy is significantly higher than that of the comparison 
methods.

2)　Harmonic Distortion Tests
Harmonic distortion tests are used to evaluate the ability 

of the method to suppress harmonic interference. The TVE 
and FE of different methods in the harmonic distortion tests 
are shown in Fig. 9, and the maximum measurement error is 
listed in Table V. The proposed method has good suppres‐
sion ability for harmonics due to the pre-filtering of IIR fil‐
ter of the out-of-band components. M2 has a larger TVE be‐
cause it does not have a module for suppressing harmonics. 
M3 is used for P-class PMU and considers scenarios where 
the harmonic amplitude is 0.01 times the fundamental ampli‐
tude. When it increases to 0.1 times the fundamental ampli‐
tude, the ability of M3 to suppress second-order harmonics 
does not meet the standard requirements. M4 adopts the iter‐
ative Ip-DFT method; thus, its accuracy is significantly high‐
er than that of M2, which is equivalent to the accuracy of 
the proposed method.
3)　OOBI Tests

OOBI tests are used to assess the ability of method to sup‐
press OOBI. The results of the TVE and FE methods ob‐
tained from the OOBI tests are shown in Fig. 10, and the 
maximum measurement error is listed in Table VI. M2 is 
limited by the filter order, and its Hamming window side‐
lobe attenuation reaches its limit, preventing it from com‐
pletely filtering out the interference components. 

TABLE Ⅳ
THE MAXIMUM MEASUREMENT ERROR OBTAINED FROM 

OFF-NOMINAL TESTS

Method

Std

M1

M2

M3

M4

TVE (%)

1.0000

0.0100

0.1300

0.0170

0.0055

FE (Hz)

0.0050

0.0011

0.0120

0.0067

0.0084

RFE (Hz/s)

0.1000

0.0520

0.6900

0.2600

0.0028

TABLE Ⅲ
STATIC AND DYNAMIC TEST CONDITIONS

Test type

Frequency 
offset

Harmonic 
distortion

OOBI

Dynamic 
modulation

Frequency ramp

Amplitude step 
Phase step

Parameter

Xm = 57.73 V, 45 Hz £ f0 £ 55 Hz

Xm = 57.73 V, f0 = 50.5 Hz, harmonic magnitude is 
0.1Xm, frequency is up to the 9th order

Xm = 57.73 V, f0 = 55 Hz, inter-harmonic magnitude is 
0.1Xm, frequency is 105 Hz to 145 Hz with 

an interval of 5 Hz

Xm = 57.73 V, f0 = 50.5 Hz, fm = 0.2 Hz - 5 Hz, 
AM: kx = 0.1, kp = 0, PM: kx = 0, kp = 0.1 

Xm = 57.73 V, f0 = 48 Hz-52 Hz, Rf =±1 Hz/s

ksx =±0.1Xm, ksp = 0 
ksx = 0, ksp =±π/18 Frequency (Hz)Frequency (Hz)
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Fig. 8.　TVE and FE of different methods in off-nominal tests. (a) TVE. 
(b) FE.
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Therefore, the accuracy of M2 is slightly lower than that 
of M1 and M4. M3 is suitable for P-class PMUs and does 
not consider OOBI. As the difference between the interfer‐
ence component frequency and harmonic frequency increas‐
es, the calculation error increases. When the out-of-band 
component amplitude is 0.1 times the fundamental wave am‐
plitude, the frequency measurement error does not meet the 
standard requirements. The accuracy of M4 is significantly 
higher than that of M2, meeting the standard requirements. 
M1 uses an IIR filter to pre-filter the out-of-band compo‐

nents, resulting in good suppression of out-of-band compo‐
nents at all frequencies and the highest measurement accura‐
cy.
4)　AM Tests

The AM test is used to evaluate the dynamic performance 
of the methods. The TVE and FE of the different methods in 
AM tests are shown in Fig. 11. The measurement errors of 
the methods increase with the modulation frequency. The 
maximum measurement errors are listed in Table VII. M1 
eliminates the partial group delay by shifting the timestamp 
forward; thus, it has the minimum TVE. However, due to 
the nonlinear phase of the IIR filter and the solving frequen‐
cy based on the amplitude ratio, the frequency measurement 
accuracy of M1 is significantly affected by AM. Due to the 
high passband attenuation of the filters, the phasor measure‐
ment accuracy of M2 and M4 is lower than that of M1. M3 
has the smallest TVE due to its smoother passband. Due to 
the nonlinear phase of IIR, the frequency and RoCoF estima‐
tion errors of M1 (0.022 Hz, 0.68 Hz/s) are slightly higher 
than those of the comparison methods but lower than one-
tenth of the standard requirement (0.3 Hz, 14 Hz/s).

5)　PM Tests
The TVE and FE of different methods in the PM test are 

shown in Fig. 12. The measurement errors of each method 
increase with the modulation frequency. The maximum mea‐
surement errors are listed in Table VIII. Since M1 cannot ex‐
tract all dynamic modulation components from the nonlinear 
phase, its TVE is relatively large. However, the frequency 
measurement accuracy of M1 is not affected by PM because 
its frequency solution is based on the amplitude rather than 
the phase. M2 and M4 have larger TVEs and FEs due to the 
uneven passband. M3 has the smallest TVE and FE due to 
its relatively flat passband and low order, resulting in small‐
er dynamic changes in the phase of the signal in the data 
window.
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Fig. 9.　TVE and FE of different methods in harmonic distortion tests. (a) 
TVE. (b) FE.
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Fig. 10.　TVE and FE of different methods in OOBI tests. (a) TVE. (b) FE.

TABLE Ⅴ
THE MAXIMUM MEASUREMENT ERRORS OBTAINED FROM HARMONIC 

DISTORTION TESTS

Method

Std

M1

M2

M3

M4

TVE (%)

1.0000

0.0067

0.0860

0.0670

0.0140

FE (Hz)

0.0250

0.0027

0.0010

0.0650

0.0021

RFE (Hz/s)

-

0.013

0.013

0.410

0.014

TABLE Ⅵ
THE MAXIMUM MEASUREMENT ERRORS OBTAINED FROM OOBI TESTS

Method

Std

M1

M2

M3

M4

TVE (%)

1.300

0.013

0.150

0.760

0.039

FE (Hz)

0.0100

0.0028

0.0160

0.3900

0.0140

RFE (Hz/s)

-

0.140

0.310

7.300

0.170

f (Hz)
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Fig. 11.　TVE and FE of different methods in AM tests. (a) TVE. (b) FE.

TABLE Ⅶ
THE MAXIMUM MEASUREMENT ERRORS OBTAINED FROM AM TESTS

Method

Std

M1

M2

M3

M4

TVE (%)

3.00

0.22

0.76

0.28

1.10

FE (Hz)

0.30000

0.02200

0.00670

0.01400

0.00013

RFE (Hz/s)

14.0000

0.6800

0.2000

0.4000

0.0052
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6)　Frequency Ramp Tests
Frequency ramp tests are used to simulate an out-of-step 

power system and evaluate the ability of the methods to sup‐
press the negative frequency component of the fundamental 
component during the frequency offset and the flatness of 
the filter in the measurement frequency band. The maximum 
measurement errors of different methods in the frequency 
ramp tests are listed in Table IX. M1 has the smallest TVE 
and FE due to its smoother passband and additional suppres‐
sion of negative frequency components. 

Due to the uneven passband of M2, the measurement er‐
ror is relatively large. M3 has the shortest data window 
length and a relatively flat passband, but it does not perform 
processing on the negative frequency component during the 
frequency offset, resulting in low accuracy in phasor and fre‐
quency measurements. The iterative interpolation process of 
M4 increases the ability of DFT method to track the time-
varying phase and frequency, resulting in significantly higher 
measurement accuracy than M2.
7)　Step Tests

Step tests are used to simulate sudden changes in electri‐
cal quantities caused by switching operations and faults in 
the power system and test the response speed of the meth‐
ods. The maximum measurement errors obtained from ampli‐
tude step tests and phase step tests are listed in Table X and 
Table XI, respectively. Due to the effective identification of 

the amplitude and phase steps by the proposed step identifi‐
cation method, M1 switches to M2 when a step is detected, 
resulting in a faster response. Therefore, the response time is 
slightly longer than that of M3. M2 and M4 use four cycles 
of windows, resulting in longer phasor and frequency re‐
sponse time. Since M2 calculates the frequency based on the 
phase difference, and M4 directly obtains the frequency 
from the Ip-DFT method, the frequency of M2 and RoCoF 
response time are longer than those of M4.

8)　Noise Tests
In the noise tests, Gaussian white noise is added to the 

static signal to test the anti-noise performance of the meth‐
ods. The TVE and FE of different methods in noise tests are 
shown in Fig. 13, and the maximum measurement errors are 
listed in Table XII. SNR is short for signal-noise-ration of 
the signal.

TABLE Ⅺ
THE MAXIMUM MEASUREMENT ERRORS OBTAINED FROM PHASE STEP TESTS

Method

Std

M1

M2

M3

M4

TVE (ms)

140

31

37

24

47

FE (ms)

280

42

70

39

67

RFE (ms)

280

46

120

42

77

TABLE Ⅹ
THE MAXIMUM MEASUREMENT ERRORS OBTAINED FROM 

AMPLITUDE STEP TESTS

Method

Std

M1

M2

M3

M4

TVE (ms)

140

29

30

19

39

FE (ms)

280

42

70

36

61

RFE (ms)

280

46

100

42

73

TABLE Ⅸ
THE MAXIMUM MEASUREMENT ERRORS OBTAINED FROM FREQUENCY 

RAMP TESTS

Method

Std

M1

M2

M3

M4

TVE (%)

1.000

0.021

0.210

0.300

0.067

FE (Hz)

0.0100

0.0020

0.0100

0.0080

0.0068

RFE (Hz/s)

0.2000

0.0260

0.4700

0.0370

0.0042

0.02

0.04
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Fig. 12.　TVE and FE of different methods in PM tests. (a) TVE. (b) FE.
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Fig. 13.　TVE and FE of different methods in noise tests. (a) TVE. (b) FE.

TABLE Ⅷ
THE MAXIMUM MEASUREMENT ERRORS OBTAINED FROM PM TESTS

Method

Std

M1

M2

M3

M4

TVE (%)

3.00

0.88

0.68

0.26

0.99

FE (Hz)

0.300

0.016

0.040

0.011

0.030

RFE (Hz/s)

14.00

0.62

1.50

4.90

1.20

TABLE Ⅻ
THE MAXIMUM MEASUREMENT ERRORS OBTAINED FROM NOISE TESTS

Method

Std

M1

M2

M3

M4

TVE (%)

1.000

0.016

0.094

0.039

0.011

FE (Hz)

0.00500

0.00210

0.00250

0.00680

0.00087

RFE (Hz/s)

0.100

0.180

0.170

0.560

0.064
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Since the IEC/IEEE 60255-118-1 standard does not have 
noise test requirements, a static test is used to obtain Std. As 
shown in Fig. 13, M2 cannot completely filter out the nega‐
tive frequency component of the fundamental component, 
and M3 has insufficient stopband attenuation, resulting in 
larger TVEs and FEs. M1 and M4 have good noise suppres‐
sion capabilities due to their better noise filtering perfor‐
mance.
9)　Computational Complexity Analysis

The main computational complexity of the methods is 
shown in Table XIII. The number of sampling points in a cy‐
cle is K (K = 20 at the sampling rate of 1000 Hz). M1 is 
more computationally intensive than M3 due to the presence 
of IIR filtering process although it uses only one cycle sam‐
pling points. M2 is simple to compute and less computation‐
ally intensive. The high accuracy of M4 relies on the high 
sampling rate, which is most computationally intensive due 
to the high number of samples used and the presence of iter‐
ative computational process.

To study the simulation time consumption, the proposed 
method is tested using a laptop with a processor of AMD R7 
4800 (base frequency of 2.9 GHz) and 16 GB of RAM, with 
the software environment of MATLAB R2020a. 600 simula‐
tions of M1 are performed, and the maximum simulation 
time of a single simulation is less than 3×10-5 s, which is 
much less than the maximum computation time limit of 0.01 
s (at the reporting rate of 100 Hz), indicating that M1 can 
meet the demand of real-time computation.
10)　Summary of Performance Results

In summary, M2 is more sensitive to the frequency offset 
and PM, and the frequency and RoCoF have the longest re‐
sponse time in the amplitude and phase angle steps. M3 has 
good performance for dynamic modulation and has the fast‐
est response speed during the steps. However, its ability to 
suppress low-order harmonics, inter-harmonics, and noise is 
insufficient, resulting in lower frequency measurement accu‐
racy than M1. M4 has the most accurate phasor estimation 
results when frequency offset occurs and the most accurate 
frequency estimation during the AM test. It is not sensitive 
to OOBI and noise, but its frequency estimation is suscepti‐
ble to the frequency offset, and it has a relatively long re‐
sponse time. Although M1 has significant estimation errors 
under dynamic modulation, it is not sensitive to the frequen‐
cy offset. In addition, it has strong resistance to OOBI and 
noise and a strong tracking ability when the frequency 
changes linearly, exhibiting more balanced static and dynam‐
ic performances.

C. Experiments

A PMU prototype consisting of a synchronized timing 
module (NI 9467), voltage acquisition board (NI 9244), and 
real-time embedded controller (NI Crio-9039) is built, and 
M1 is implemented using LABVIEW language.

The hardware schematic diagram of the PMU prototype is 
shown in Fig. A1 of Appendix A. The synchrophasor and fre‐
quency estimation includes three parts: signal sampling, pha‐
sor and frequency estimation, and data uploading. The signal 
sampling is conducted by controlling NI 9467 (global posi‐
tion system (GPS) module) and NI 9244 (voltage acquisition 
module) using a field-programmable gate array (FPGA) (NI 
Crio-9039). The pulse per second is received from NI 9467, 
and a digital phase-locked loop (DPLL) is used to generate a 
sampling clock synchronized with GPS to NI 9244 for syn‐
chronized voltage signal sampling. Subsequently, the sample 
values from NI 9244 are encapsulated, and a data queue 
with timestamps is generated to match with the real-time 
module of NI Crio-9039.

The phasor estimation and data communication functions 
are included in the real-time module of NI Crio-9039, includ‐
ing receiving sampling data queues, estimating the phasor 
and frequency, outputting measurement results, generating 
data frames, and uploading them.

A PMU prototype test platform is created to evaluate the 
measurement accuracy of the PMU prototype, as shown in 
Fig. A2 of Appendix A. 

The high-precision signal source OMICRON 256 plus is 
calibrated [9], [10], and the signal generator and PMU proto‐
type are synchronized with the GPS receiver. Static and dy‐
namic test signals in Table III are sent to the PMU proto‐
type. The estimation errors are calculated by comparing the 
estimated results of the PMU prototype with the actual pha‐
sor and frequency values. The experimental results of M1 
are listed in Table XIV. 

The accuracy of the phasor, frequency, and RoCoF is low‐
er than that obtained from the simulations. For example, the 
TVE and FE of M1 are 0.010% and 0.0011 Hz in the simu‐
lation tests and 0.015% and 0.0019 Hz in the prototype 
tests, respectively, in the frequency offset tests. The reason 
is that the test system has uncertainty, and the PMU hard‐
ware has synchronization and sampling errors. The maxi‐
mum estimation errors of the PMU prototype in all tests are 
smaller than the standard limit. Therefore, M1 can accurate‐
ly estimate the fundamental synchrophasor and frequency.

TABLE XⅢ
COMPUTATIONAL COMPLEXITY OF DIFFERENT METHODS

Method

M1

M2

M3

M4

Sampling points used

K

4K

2K

40K

Multiplication

18K

16K

8K

320K

Addition

18K

8K

8K

320K

TABLE ⅩⅣ
EXPERIMENTAL RESULTS OF M1

Test type

Off-nominal

Harmonic

OOBI

AM

PM

Frequency 
ramp

TVE (%)

Std

1.0

1.0

1.3

3.0

3.0

1.0

M1

0.0150

0.0081

0.0210

0.2500

0.8900

0.0260

FE (Hz)

Std

0.005

0.025

0.010

0.300

0.300

0.010

M1

0.0019

0.0029

0.0052

0.0270

0.0160

0.0033

REE (Hz/s)

Std

0.1

14.0

14.0

0.2

M1

0.054

0.012

0.320

0.780

0.680

0.042
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V. CONCLUSION 

This paper proposes a synchrophasor measurement meth‐
od based on cascaded IIR and dual FIR filters. Synchronized 
measurement data provided for power system applications re‐
quire short measurement latency and high accuracy measure‐
ment. The IIR filter can remove the harmonic and other OO‐
BI, which is not considered in M3. The negative frequency 
component of the fundamental component is filtered by the 
dual FIR filters initially and subsequently eliminated by re‐
construction and refinement. A step identification method 
based on RoCoF is proposed to avoiding convergence issues 
caused by IIR filter, and its sensitivity to different step sizes 
is analyzed. The latency of the proposed method is 24 ms, 
close to the requirements of the P-class PMU and shorter 
than most M-class PMUs. Simulations and experiments 
show that the synchrophasor accuracy is at least 3 times 
higher than the M-class standard requirements, and a mini‐
mum response time around 40 ms is achieved when magni‐
tude or phase steps. Future studies will focus on the correc‐
tion and repair of synchrophasor and frequency during tran‐
sient step.
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