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Distribution System Restoration with Cyber
 Failures Based on Co-dispatching of 

Multiple Recovery Resources
Zhengze Wei, Kaigui Xie, Bo Hu, Yu Wang, Changzheng Shao, Pierluigi Siano, and Jun Zhong

Abstract——Improving the restoration efficiency of a distribu‐
tion system is essential to enhance the ability of power systems 
to deal with extreme events. The distribution system restoration 
(DSR) depends on the interaction among the electric network 
(EN), cyber network (CN), and traffic network (TN). However, 
the coordination of these three networks and co-dispatching of 
multiple recovery resources have been mostly neglected. This 
paper proposes a novel DSR framework, which is formulated as 
a mixed-integer linear programming (MILP) problem. The fail‐
ures in cyber lines result in cyber blind areas, which restrict 
the normal operation of remote-controlled switches. To acceler‐
ate the recovery process, multiple recovery resources are uti‐
lized including electric maintenance crews (EMCs), cyber main‐
tenance crews (CMCs), and emergency communication vehicles 
(ECVs). Specifically, CMCs and ECVs restore the cyber func‐
tion of switches in cooperation, and EMCs repair damaged elec‐
tric lines. The travel time of these three dispatchable resources 
is determined by TN. The effectiveness and superiority of the 
proposed framework are verified on the modified IEEE 33-
node and 123-node test systems.

Index Terms——Distribution system restoration (DSR), network 
coupling, maintenance crew, co-dispatching, emergency commu‐
nication vehicle.

NOMENCLATURE

A. Sets and Indices

κÎ {emc
cmcecv} 

Set of indices for three dispatchable resources, 
i.e., electric maintenance crew (EMC), cyber 
maintenance crew (CMC), and emergency com‐
munication vehicle (ECV)
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D(κ) 

a, b
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d

d(emc), 
d(cmc)

d(ecv)

d(m)
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D

emc, cmc

ecv

e, f

i, j

l

LEMC
a  

m, n

Nc

N, L

NaLa 

NT, LT

p, q

T R 

Index for starting vertices of dispatchable re‐
source κ

Index for ending vertices of dispatchable re‐
source κ

Indices for electric (cyber) node blocks

Set of electric (cyber) node blocks

Set of substation node blocks

Index for cyber blind areas

Set of cyber blind areas

Index for depots

Indices for the depots, where emc and cmc de‐
part and return, respectively

Index for the depot, where ecv departs and re‐
turns

Index for depot assigned to repair task at vertex 
m

Set of downstream nodes connected to node i

Set of depots

Indices for EMC and CMC

Index for ECV

Indices for vertices V EN
ecv  in electric network (EN) 

graph

Indices for electric (cyber) nodes

Index for electric (cyber) lines

Set of damaged lines in electric (cyber) node 
block a

Indices for vertices V EN
emc in EN graph

Set of cyber nodes in cyber blind area c

Sets of electric (cyber) nodes and lines

Sets of nodes and lines in electric (cyber) node 
block a

Sets of traffic nodes and lines

Indices for vertices V CN in cyber network (CN) 
graph

Set of energization time t R
i
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B. Parameters 

ωi

hij (t)

ldm 

lij

hmax
ij

M, ζ 

P load
i Qload

i  

P Gmax
i 

QGmax
i

P max
ij Qmax

ij  

RijXij

r, s, δ

T rep
memc 

T rep
pcmc 

T op
ecv

T RS
ab 

T tr
mnemc 

T tr
efecv

T tr
pqcmc 

U max
i U min

i

U0

vij (t) 

Set of upstream nodes connected to node i

Set of EMC and ECV depots, damaged electric 
lines, and remote-controlled switches

Set of CMC depots and damaged cyber lines

Set of CMC depots and damaged cyber lines in 
CN

Set of damaged cyber lines

Set of EMC depots and damaged electric lines in 
EN

Set of ECV depots and remote-controlled switch‐
es in EN

Set of remote-controlled switches

Set of remote-controlled switches with intact cy‐
ber function

Priority and weight of load at node i

Capacity of road ij at time t

The shortest path distance from damaged elec‐
tric line at vertex m to depot d

Distance between traffic nodes i and j

The maximum capacity limit of road ij

Large (or small) numbers for modeling and lin‐
earization

Active and reactive load demands at electric 
node i

The maximum generation limits of active and re‐
active power at electric node i

The maximum limits of active and reactive pow‐
er of electric line ij

Resistance and reactance of electric line ij

Coefficients of different road types

Time required for emc to repair damaged elec‐
tric line at vertex m

Time required for cmc to repair damaged cyber 
line at vertex p

Operation time after ecv arrives at destination

Time required to close remote-controlled switch 
between electric nodes a and b

Time required for emc to travel from vertices m 
to n

Time required for ecv to travel from vertices e to 
f

Time required for cmc to travel from vertices p 
to q

The maximum and minimum voltage limits of 
electric node i

Reference voltage

Travel speed between traffic nodes i and j at 
time t

vij,0

C. Decision Variables

PijtQijt 

P G
itQ

G
it 

t comp
m t comp

p

t CR
i  

t DSRM
a

t reach
memct

reach
pcmc

t reach
eecv t

leave
eecv

t R
i

t RS
ab 

T stay
eecv

uECV
rs  

uCMC
rs  

Uit

z DSRM
ab  

z ES
abt 

z FAM
dm  

z FAM
dp  

zefecv 

z ES
it  

z ES
ijt 

zmnemc 

zpqcmc 

Zero-flow speed of road ij

Active and reactive power of electric line ij at 
time t

Active and reactive power generations of elec‐
tric node i at time t

Repair completion time for damaged electric 
(cyber) line at vertices m and p

Time for cyber function of cyber node i to be re‐
stored

Energization time of electric node block a

Time when emc and cmc reach damaged electric 
(cyber) line or depot at vertices m and p

Time when ecv reaches and leaves remote-con‐
trolled switch or depot at vertex e

Energization time of electric node i

Closing completion time of remote-controlled 
switch connecting electric node blocks a and b

Time for ecv to stay at vertex e

Binary variable indicating whether cyber func‐
tion of remote-controlled switch rs is temporari‐
ly restored by ECV

Binary variable indicating whether cyber func‐
tion of remote-controlled switch rs is temporari‐
ly restored by CMCs

Voltage of electric node i at time t

Binary variable indicating whether remote-con‐
trolled switch between electric node blocks a 
and b is closed with energization direction from 
a to b

Binary variable indicating energization status of 
remote-controlled switch ab at time t

Binary variable indicating whether damaged 
electric line vertex m is allocated to depot d

Binary variable indicating whether damaged cy‐
ber line vertex p is allocated to depot d

Binary variable indicating whether ecv travels 
from vertices e to f

Binary variable indicating energization status of 
electric node i at time t

Binary variable indicating energization status of 
electric line ij at time t

Binary variable indicating whether an emc trav‐
els from vertices m to n

Binary variable indicating whether cmc travels 
from vertices p to q for repair work

I. INTRODUCTION 

MODERN distribution systems are highly coupled pow‐
er supply systems that include electric networks 

(ENs) and cyber networks (CNs), and have a high degree of 
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automation and strong self-healing ability. In recent years, 
extreme events such as typhoons, ice storms, rainstorms, and 
cyberattacks have become increasingly frequent [1], posing 
significant threats to ENs and CNs. The coupling and depen‐
dency between ENs and CNs have seriously affected the re‐
covery process and reduced the ability and efficiency of rap‐
id load restoration in distribution systems [2]. For example, 
in 2012, Hurricane “Sandy” seriously damaged the ENs and 
CNs of New York in the United States. In addition, a large-
scale interruption of communications led to delays in failure 
reparation works. Over 170 thousand consumers did not 
have power supply for half a month after this disaster [3]. 
Hence, the collaborative restoration of ENs and CNs is es‐
sential for distribution systems to suitably cope with extreme 
events.

Conventional distribution system restoration (DSR) focus‐
es on power supply by dispatching and allocating available 
emergency resources. Several studies have adopted distribut‐
ed generators (DGs) [4]-[6], energy storage systems [7], [8], 
and renewable energy sources [6]-[9] for reconfiguration and 
restoration of distribution systems. For example, a limited 
number of reconfiguration steps based on the DG start-up re‐
quirements were imposed in [5]. Two-level simulation-assist‐
ed sequential DSR considering frequency constraints was 
proposed in [10]. Although the above-mentioned studies 
have contributed to temporary restoration, they have exclud‐
ed the repair of damaged components, being unsuitable for 
permanent solutions. Other studies have incorporated the dis‐
patch of maintenance crews into DSR to repair damaged 
components. A two-stage stochastic programming method us‐
ing mobile resources and repair crews to facilitate DSR was 
proposed in [11]. Repair crews and multiple types of energy 
resources were coordinated in an integrated optimization 
model for unbalanced DSR in [12].

It can be found that the traditional DSR focused on the 
restoration of the electric side, but the influence of the cyber 
side on DSR was not considered. With the rapid growth of 
CNs, the cyber and electric lines in modern distribution sys‐
tems have become inextricably linked and deeply coupled 
[13]. Normally, the cyber function of a distribution system 
remains intact, and the fast DSR can be performed through 
network topology reconfiguration by remotely monitoring 
and controlling the remote-controlled switches (RCSs). How‐
ever, CNs and ENs in modern distribution systems may be 
simultaneously disrupted by extreme events [14]. The dam‐
age to CN may lead to a single failure or even cascading 
failures of electric components. Hence, the influence of CNs 
on ENs should be considered before developing DSR strate‐
gies. The impact of cyber-physical interactions on system re‐
silience during extreme events was investigated in [15]. Af‐
ter the cyber function in the CN was interrupted, the com‐
mand center was incapable of monitoring the condition and 
performing normal control of the electric components (e. g., 
RCSs), resulting in a considerable delay in load restoration. 
Overall, the coupling between ENs and CNs must be consid‐
ered in the DSR.

Because of the coupling between ENs and CNs, the col‐
laborative restoration of cyber-physical distribution system 
(CPDS) is being actively explored. In [16], a coordinated re‐

covery strategy for CPDS was proposed integrating the grid‐
ding method. Regarding recovery resources, electric mainte‐
nance crews (EMCs) and cyber maintenance crews (CMCs) 
can be included during the DSR to jointly restore ENs and 
CNs [17], [18]. In addition, emergency communication vehi‐
cles (ECVs) can establish wireless communication networks 
after extreme events and are used for the cyber restoration in 
distribution systems. In [19], an emergency communication 
sector was established by optimally dispatching ECVs that 
can boost the DSR. ECVs have good application prospects 
in cyber restoration to reach the RCSs that need to be 
closed, temporarily restore the cyber function of RCSs, and 
ensure that they can be closed successfully. Similarly, small 
drone cells for wireless cyber restoration and DSR strategies 
were developed in [20]. However, the abovementioned stud‐
ies considered only one type of dispatchable resources 
(CMCs, ECVs, or drones) for restoring CNs, being ineffi‐
cient for complete DSR.

Diverse dispatchable resources participate in DSR, espe‐
cially considering the coupling between ENs and CNs. The 
mobile resources must be dispatched to desired locations to 
complete their tasks through a traffic network (TN). The 
travel time of dispatchable resources is a critical factor of 
DSR. Based on the road parameters in the TN, it is realistic 
and reasonable to calculate the travel time of each dispatch‐
able resource rather than determine it by predefined or ran‐
dom numbers [18], [21]. In [22], the multistage dynamic re‐
covery strategies were devised considering an integrated en‐
ergy system and TN. In [23] and [24], the optimization mod‐
els for joint post-disaster DSR were developed considering 
co-dispatching with electric buses in the TN.

A DSR framework that considers the interdependence 
among ENs, CNs, and TNs can capture complex dynamics 
and interactions in modern distribution systems. Analyzing 
and solving DSR on this basis may provide system operators 
and planners with comprehensive and realistic strategies.

Overall, DSR after extreme events faces three main chal‐
lenges.

1) Capturing information interactions among ENs, CNs, 
and TNs during DSR for establishing a sequential recovery 
framework based on the coupling of the three networks.

2) Quantifying and determining the scope of cyber fail‐
ures in a CN and analyzing their impacts on load restoration 
for modern distribution systems.

3) Fully using diverse dispatchable resources and develop‐
ing co-dispatching strategies for collaborative restoration of 
ENs and CNs to accelerate DSR.

Motivated by these challenges, we propose the DSR 
framework, as shown in Fig. 1, which provides three novel 
solutions. First, we introduce co-dispatching strategies for 
the three recovery resources. EMCs repair damaged electric 
lines, whereas CMCs and ECVs cooperate to restore the cy‐
ber function of RCSs by repairing damaged cyber lines or es‐
tablishing wireless communications, which may support 
DSR. Second, a “cyber blind area” is defined as the cyber 
nodes that have lost the cyber function owing to the failure 
of cyber lines in the CN. As the information from cyber 
blind areas is intended to be transmitted to the ENs, the RC‐
Ss stop operating normally. Consequently, the cyber restora‐
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tion cannot directly lead to load restoration, and the dispatch‐
ing of EMCs should be conducive to recovering the RCSs. 
Third, we model the TN in detail and combine the Floyd al‐
gorithm to calculate the travel time of each recovery re‐
source during task execution in ENs and CNs.

The main contributions of this study can be summarized 
as follows.

1) Considering the impact of CNs on post-disaster DSR, 
we propose a sequential recovery framework based on the 
coupling of ENs, CNs, and TNs incorporating the collabora‐
tive restoration of ENs and CNs with three dispatchable re‐
sources (EMCs, CMCs, and ECVs), and the travel time is 
calculated by the TN.

2) An intelligent algorithm is developed for searching cy‐
ber blind areas. The algorithm identifies cyber failures that 
have led to loss of the cyber function in the CN. In addition, 
it contributes to determining the cyber recovery time in DSR.

3) We propose a recovery mechanism to collaboratively 
dispatch multiple resources for restoring the same type of 
failure. As the CMCs and ECVs can collaborate to restore 
the cyber function of RCSs in different ways, the load resto‐
ration of distribution system can be accelerated.

The remainder of this paper is organized as follows. Sec‐
tion II describes the DSR framework considering ENs and 
CNs. In Section III, we present the corresponding solution 
methods. In Section IV, the proposed models in our DSR 
framework are tested, and the corresponding numerical re‐
sults are discussed. Finally, conclusions are drawn in Sec‐
tion V.

II. DSR FRAMEWORK CONSIDERING ENS AND CNS

The dispatching models of EMCs, CMCs, and ECVs are 
first presented followed by the formation of the cyber blind 
area and recovery time model. Next, the DSR model with 
coupling of CN and EN and interdependence between the 
sub-models are detailed. Finally, the objective function and 
constraints of the co-optimization model are summarized.

A. Dispatching Models of EMCs, CMCs, and ECVs

EMCs and CMCs are the two main types of maintenance 
crews for repairing damaged electric and cyber lines, respec‐
tively. In addition, ECVs can restore the cyber function of 
RCSs by establishing wireless communication networks. 
Their dispatching models are aimed to determine the target 
paths and timetables for completing repair or recovery tasks. 
The dispatch models for the three dispatchable resources can 
be divided into target paths and timetables.
1)　Target Path Problem

The target path problem is modeled to ensure that the trav‐
el of each dispatchable resource satisfies the following basic 
behavior logic rules.∑

D(κ)

zd(κ)D(κ)κ =∑
O(κ)

zO(κ)d(κ)κ = 1    "κ (1)

∑
D(κ)

zD/d(κ)D(κ)κ =∑
O(κ)

zO(κ)D/d(κ)κ = 0    "κ (2)

∑
D(κ)

zO(κ)D(κ)κ =∑
O(κ)

zO(κ)D(κ)κ £ 1    "κ (3)

If κ = emc, O(κ)ÎV DN
emc, D(κ)ÎV DN

emc. The analogous rela‐
tions apply to κ = cmc and κ = ecv.

Constraints (1) and (2) indicate that dispatchable resource 
κ is required to leave and return to the depot (d(κ)) that it be‐
longs to and cannot pass through other depots (D/d(κ)) at the 
beginning and end of the DSR tasks. In constraint (3), after 
a dispatchable resource reaches a non-depot vertex to com‐
plete the task, it leaves that vertex.∑

emc
∑

m

zmnemc = 1    mÎV EN
emc"nÎV EN

emc /D (4)

ì

í

î

ïïïï

ïïïï

∑
ecv
∑

e

zefecv £ 1    eÎV EN
ecv "fÎV EN

ecv /D

∑
cmc
∑

p

zpqcmc £ 1    pÎV CN
cmc "qÎV CN

cmc /D
(5)

Constraints (4) and (5) limit the number of recovery re‐
sources required to perform tasks at a specific vertex. For 
EMCs, all damaged electric lines must be repaired, and the 
damaged electric line in one vertex can only be repaired by 
one EMC. These two aspects are considered in constraint (4).

Constraint (5) differs from (4) in two aspects. First, not 
all the damaged cyber lines or RCSs must be repaired or 
closed. Second, the main task of the CMCs and ECVs is re‐
storing the cyber function of the RCSs to ensure that they 
can be timely closed when needed. Specifically, an RCS can‐
not operate properly because the cyber function is lost ow‐
ing to the damage to cyber lines. There are two ways to re‐
store the cyber function: ① CMCs repair the relevant dam‐
aged cyber lines; and ② an ECV travels to the RCS for tem‐
porarily restoring the cyber function. Thus, the dispatching 

Model

TN

Floyd algorithm

Travel time

calculation

Input

Parameters of

EN, CN, and TN

Fault scenarios for

EN and CN

Location and crew allocation

of depots

Output

1) Dispatching strategy of EMCs 2) Co-dispatching strategies of

       CMC and ECV

3) Closing sequence of RCS 4) Recovery time of components

Recovery

strategy

of EN

Cyber failure

scope

Dispatching model of EMCs:

repair damaged electric lines

Action strategy of RCSs:

direction and time of switch action

EN

Dispatching model of CMCs:
repair damaged cyber lines

Dispatching model of ECV: 

wireless communication

function of RCSs

CN

Interaction

Optimal path

[O(κ), D(κ)]

Teamwork Restore cyber

Fig. 1.　Diagram of proposed DSR framework.

1099



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 12, NO. 4, July 2024

strategies of the CMCs and ECVs should be properly selected.
2)　Timetable Problem

The timetable problem is modeled to represent the time re‐
lations of the three dispatchable resources during the DSR 
progress.

First, the timetable problem of EMCs and CMCs is mod‐
eled as:

ì
í
î

t reach
D(κ)κ £ t reach

O(κ)κ + T rep
O(κ)κ + T tr

O(κ)D(κ)κ +M (1 - zO(κ)D(κ)κ )

t reach
D(κ)κ ³ t reach

O(κ)κ + T rep
O(κ)κ + T tr

O(κ)D(κ)κ -M (1 - zO(κ)D(κ)κ )

"κÎ{emccmc} (6)

0 £ t reach
D(κ)κ £M∑

O(κ)

zO(κ)D(κ)κ     "κÎ{emccmc} (7)

t comp
D(κ) =∑

κ ( )t reach
D(κ)κ + T rep

D(κ)κ∑
O(κ)

zO(κ)D(κ)κ     "κÎ{emccmc}   (8)

Constraint (6) depicts the time relation of dispatchable re‐
source κ traveling between two vertices to perform the re‐
pair tasks. Specifically, if κ travels from O(κ) to D(κ), i. e., 
zO(κ)D(κ)κ = 1, κ will arrive at D(κ) at time t reach

D(κ)κ = t reach
O(κ)κ +

T rep
O(κ)κ + T tr

O(κ)D(κ)κ. For example, if κ = emc and zmnemc = 1, the 
time relation is t reach

nemc = t reach
memc + T rep

memc + T tr
mnemc. We set t reach

O(κ)κ to 
be 0 in (6) if O(κ)ÎD. However, t reach

D(κ)κ equals 0 if κ is not dis‐
patched to D(κ) for repair work, i.e., ∑

O(κ)

zO(κ)D(κ)κ = 0, which is 

limited by (7). Constraint (8) indicates that if κ travels to D(κ) 
and repairs the corresponding damaged lines, i.e., ∑

O(κ)

zO(κ)D(κ)κ =

1, the relation between the arrival time t reach
D(κ)κ and the repair 

completion time t comp
D(κ)  of D(κ) satisfies t comp

D(κ) = t reach
D(κ)κ + T rep

D(κ)κ. 
For example, for κ = emc and ∑

m

zmnemc = 1, the relation is 

given by t comp
n = t reach

nemc + T rep
nemc. It should be noted that the val‐

ue of t comp
D(κ)  equals 0 if D(κ)ÎD.

Second, the timetable problem of ECVs is described as:

ì
í
î

ïï

ïï

t reach
fecv £ t leave

eecv + T tr
efecv +M (1 - zefecv )

t reach
fecv ³ t leave

eecv + T tr
efecv -M (1 - zefecv )

"efÎV EN
ecv (9)

ì

í

î

ïïïï

ï
ïï
ï

0 £ t reach
eecv £M∑

f

zfeecv

0 £ t leave
eecv £M∑

f

zfeecv

fÎV EN
ecv "eÎV EN

ecv (10)

Constraint (9) indicates that if ecv travels from vertices e 
to f, i.e., zefecv = 1, for recovering an RCS, ecv arrives at ver‐
tex f at time t reach

fecv = t leave
eecv + T tr

efecv. However, the arrival time 
t reach

eecv  and departure time t leave
eecv of vertex e are both 0 if ecv is 

not dispatched to vertex e for recovery, i. e., ∑
f

zfeecv = 0, as 

set by constraint (10). Moreover, t leave
eecv equals 0 if vertex e is 

a depot.

ì

í

î

ï
ïï
ï
ï
ï

ï

ï
ïï
ï

ï

t leave
eecv £ t reach

eecv + T stay
eecv +M ( )1 -∑

f

zfeecv

t leave
eecv ³ t reach

eecv + T stay
eecv -M ( )1 -∑

f

zfeecv

            fÎV EN
ecv "eÎV EN

ecv /D"ecv (11)

This is different from EMCs that leave the vertex immedi‐
ately after repairing the damaged lines. During the deploy‐
ment of the ECV to a vertex, the cyber function of the RCS 
is temporarily restored, and the switch can operate normally 
because wireless communications are available during that 
period. Constraint (11) ensures that if ecv travels to vertex e 
and temporarily restores the cyber function of an RCS, i.e., ∑

f

zfeecv = 1, the relation between arrival time t reach
eecv  and depar‐

ture time t leave
eecv of vertex e satisfies t leave

eecv = t reach
eecv + T stay

eecv.

T stay
eecv ³ T RS

ab + T op
ecv -M ( )1 -∑

f

zfeecv (12)

0 £ T stay
eecv £M∑

f

zfeecv

        fÎV EN
ecv  (ab)ÎV RS"eÎV EN

ecv /D"ecv (13)

During the deployment of ecv at vertex e (T stay
eecv), the oper‐

ation time of ecv (T op
ecv) and closing time of RCS (T RS

ab) 
should be considered. Thus, T stay

eecv is at least T op
ecv + T RS

ab, as in‐
dicated by constraint (12). In addition, constraint (13) indi‐
cates that T stay

eecv should be zero if no ecv is dispatched to ver‐
tex e, i.e., ∑

f

zfeecv = 0.

B. Models for Cyber Blind Area and Cyber Recovery Time

We use the topology-consistent CN in the CPDS intro‐
duced in [25]. Thus, the ENs and CNs have the same topolo‐
gy (i. e., each electric node is equipped with a cyber node), 
and the CN has a radial topology. Then, we define the con‐
cept of a cyber blind area to indicate the cyber nodes that 
have lost the cyber function owing to the failure of cyber 
lines in the CN, as shown in Fig. 2.

Specifically, when a cyber line is damaged due to an ex‐
treme event in a CN, the downstream cyber nodes connected 
to the line lose contact with the command center, causing 
some electric nodes within the range of the EN to lose moni‐
toring and control capabilities. The cyber blind area causes 
the RCSs to lose control and fail to operate normally. We 
consider that the cyber nodes controlled by a command cen‐
ter constitute a cyber node block.

We propose an intelligent algorithm to search all cyber 
blind areas and their cyber nodes, as described in Algo‐
rithm 1.

Cyber function failureRCS;

1
2 3

4

5

7

6

1

8

11
12

13

14
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15
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Command

center

Lose monitoring and control

l1 l2

l3

l5

l6
l4

l7

l8
l9

l10

l11

l12

l13

l14l15

16

Cyber node block; Cyber flow directionCyber blind area;

Cyber node;Substation; Damaged cyber line

Fig. 2.　Diagram of cyber blind area.
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The set of cyber blind areas C and the cyber nodes con‐
tained in each area can be obtained using Algorithm 1. We 
apply the Floyd algorithm to generate the shortest path 
scheme and length between two nodes. The Floyd algorithm 
is detailed in [17].

When CMCs repair the damaged cyber lines, the cyber 
function of the cyber nodes and the observability and con‐
trollability of the corresponding electric nodes are restored. 
The cyber recovery time model is formulated as:

t CR
i =max(t comp

p(c) )+M ( )numel(c)-∑
q
∑
p(c)
∑
cmc

zqp(c)cmc

"iÎNccÎCp(c)ÎV CN
cmc /DqÎV CN

cmc (14)

Equation (14) determines the cyber recovery time of cyber 
node i in cyber blind area c. In (14), we consider that multi‐
ple cyber lines may be damaged on the same feeder (cyber 
node i is included in multiple cyber blind areas), where 
numel(c) indicates the number of cyber blind areas. The cy‐
ber function of cyber node i is restored if and only if all the 
upstream damaged cyber lines of the node on the same feed‐
er are repaired, and t CR

i  equals max(t comp
p(c) ), which represents 

the maximum repair completion time for upstream damaged 
cyber lines on a feeder. Note that p(c) denotes the damaged 
cyber lines causing cyber blind area c in vertex p. Other‐
wise, t CR

i  is set to be a large value. Additionally, t CR
i  is set to 

be 0 if cyber node i does not belong to a cyber blind area.

C. DSR Model

Considering the coupling of ENs and CNs, we solve the 
DSR problem by selecting and dispatching EMCs, CMCs, 
ECVs, and DGs, generating a sequential closing strategy for 
RCSs and gradually restoring the power supply. DSR can be 
divided into two parts: the energization strategy and opera‐
tion constraints of the distribution system.
1)　Energization Strategy

We model an energization strategy of the electric node 
blocks to obtain their energization path and timetable for 
DSR.

The energization path problem z DSRM
ab  is defined to express 

whether the RCS between electric node blocks a and b is 
closed and the energization direction goes from a to b. The 
energization path of the electric node blocks is modeled as:

0 £∑
a
∑

b

z DSRM
ab £ numel(a)     aÎBsubbÎB/Bsub

(15)

∑
a

z DSRM
ab = 0    "bÎBsub

(16)

∑
a

z DSRM
ab = 1    "bÎB/Bsub

(17)

{z DSRM
ab £ 1    a and b are directly connected

z DSRM
ab = 0    otherwise

(18)

Constraint (15) indicates that an energization path should 
start from the substation node block, and the maximum val‐
ue cannot exceed the number of substation node blocks. Con‐
straint (16) ensures that the energization path cannot pass 
through a substation node block. Constraint (17) limits the 
electric node block (excluding substation node block) that 
must be accessed by an energization path to ensure restora‐
tion of the power supply and radial operation. In addition, 
the value of z DSRM

ab  is set by (18).
We determine the timetable of each DSR component, in‐

cluding the electric node blocks, loads, DGs, and RCSs. 
First, the energization time of the electric node blocks must 
satisfy the following constraints. In (19), the substation node 
block is energized at t = 0, and (20) indicates that t DSRM

b = t RS
ab 

if z DSRM
ab = 1.

t DSRM
a = 0    aÎBsub (19)

t RS
ab -M (1 - z DSRM

ab )£ t DSRM
b £ t RS

ab +M (1 - z DSRM
ab )

"bÎB/Bsub (ab)ÎV RS (20)

Second, we limit the closing completion time of the RC‐
Ss. Because an RCS can only be closed when the cyber 
function on both sides is intact, as described in Section II-A, 
its closing completion time is related to ECVs and CMCs. 
Binary variables uECV

rs  and uCMC
rs  indicate whether the cyber 

function of RCS rs is restored by ECVs or CMCs. If the 
RCS connects electric node blocks a and b and the energiza‐
tion direction goes from a to b, its closing completion time 
is determined by constraints (21)-(26).

ì
í
î

ïï
ïï

t RS
ab ³-M (z DSRM

ab + z DSRM
ba )

t RS
ab £M (z DSRM

ab + z DSRM
ba )

    "(ab)ÎV RS (21)

0 £ t RS
ab £M (1 - z DSRM

ba )    "(ab)ÎV RS (22)

uECV
rs + uCMC

rs = z DSRM
ab + z DSRM

ba £ 1    "rsÎV RS (ab)ÎV RS   (23)

t RS
ab ³ t DSRM

a + T RS
ab -M (1 - z DSRM

ab ) (24)

ì

í

î

ï
ïï
ï

ï
ïï
ï

t RS
ab ³

é

ë
ê
êê
ê ù

û
ú
úú
ú∑

ecv

t reach
eecv + T op

ecv + T RS
ab -M (1 - z DSRM

ab ) uECV
rs

t RS
ab £∑

ecv

t reach
eecv +M (2 - z DSRM

ab - uECV
rs )

"rsÎV RS (ab)ÎV RSeÎV RS (25)

t RS
ab ³[max(t CR

i t CR
j )+ T RS

ab -M (1 - z DRSM
ab )]uCMC

rs

"rsÎV RS (ab)ÎV RS (ij)ÎV RS (26)

Algorithm 1: search of cyber blind areas and their cyber nodes

Input: CN topology, V DCL, and Na

Output: C and Nc

1: Establish adjacency matrix based on CN topology (represent a directed 
graph with edges pointing from a cyber node to its command center)

2: Set c = 1
3: for all lÎV DCL do
4:    Obtain downstream node i of damaged cyber line l, and include it in‐

to cyber blind area c
5:    Determine cyber node block a to which damaged cyber line l be‐

longs, and find all cyber nodes in cyber node block a
6:     for all jÎNa do
7:       Apply Floyd algorithm to obtain the shortest path scheme P and 

its path length s from cyber nodes j to i in cyber node block a
8:       if P ¹Æ and d ¹ 0 then
9:       Bring the cyber node j in cyber node block a into cyber blind area 

c
10:  end if
11:    end for
12:  c = c + 1
13: end for
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Specifically, t RS
ab equals 0 if the energization direction goes 

from b to a or if the RCS is not required to be closed, as de‐
scribed in (21) and (22). The cyber function of an RCS can 
only be restored by an ECV or CMC, and there can only be 
one energization direction between a and b. Formula (24) in‐
dicates the relation between t RS

ab and t DSRM
a , and t RS

ab is deter‐
mined by (25) if the cyber function of RCS rs is temporarily 
restored by an ECV. Otherwise, it is determined by (26), 
which is restored by the CMCs. In (26), (i j) are electric 
nodes on both sides of the RCS.

Let us analyze the case where the energization direction 
goes from a to b in (21), (22), and (24)-(26). Before the re‐
sult is obtained, the energization direction between the elec‐
tric node blocks cannot be determined. Therefore, the con‐
straints should be added such that the energization direction 
goes from b to a, whose analysis is the same as that from a 
to b.

Third, the loads of all electric nodes contained in the elec‐
tric node block are restored when the electric node block is 
energized. Consequently, t R

i  can be determined as:

t R
i = t DSRM

a     "iÎNaaÎB (27)

2)　Operation Constraints
The operation conditions of EN change only when the 

loads or DGs are energized. Therefore, it is not essential to 
check the operation constraints at every time point. Variables 
z ES

it , z ES
abt, and z ES

ijt are defined to represent the energization 
statuses of the electric nodes, RCSs, and electric lines, re‐
spectively, as:

z ES
it = {0    t < t R

i

1    else
    "iÎN"tÎ T R (28)

z ES
abt =

ì
í
î

ïï

ïïïï

0    z DSRM
ab = z DSRM

ba = 0
0    z DSRM

ab + z DSRM
ba = 1 and  t < t RS

ab

1    z DSRM
ab + z DSRM

ba = 1 and  t ³ t RS
ab

    "(ab)ÎV RS   (29)

z ES
ijt = {0    t < t DRSM

a

1    else
    "aÎB"(ij)Î La"tÎ T R (30)

We adopt a linearized DistFlow model with the following 
constraints as:

ì

í

î

ïïïï

ï
ïï
ï

∑
jÎ ds(i)

Pijt -∑
jÎ us(i)

Pjit =P G
it -P load

i z ES
it

∑
jÎ ds(i)

Qijt -∑
jÎ us(i)

Qjit =QG
it -Qload

i z ES
it

    "iÎN"tÎ T R   (31)

ì
í
î

ïï

ïï

Uit -Ujt £(Rij Pijt +XijQijt )/U0 +M (1 - z ES
ijt )

Uit -Ujt ³(Rij Pijt +XijQijt )/U0 -M (1 - z ES
ijt )

    "(ij)Î L

 (32)

ì
í
î

ïï

ïï

-P max
ij z ES

ijt £Pijt £P max
ij z ES

ijt

-Qmax
ij z ES

ijt £Qijt £Qmax
ij z ES

ijt

    "(ij)Î L"tÎ T R (33)

ì
í
î

ïï
ïï

0 £P G
it £P max

i z ES
it

0 £QG
it £Qmax

i z ES
it

    "iÎN"tÎ T R (34)

U min
i z ES

it £Uit £U max
i z ES

it     "iÎN"tÎ T R (35)

∑
tÎ T R

z ES
it ³ 1    "iÎN (36)

Constraint (31) represents the power balance of the elec‐
tric node. Constraint (32) limits the voltage drop of line ij. 
Constraints (33)-(35) define the maximum and minimum lim‐
its of the line power flow, node generation capacity, and 
node voltage, respectively. Constraint (36) ensures that all 
the loads are restored.

D. Constraints of Coupling Relations

First, we consider the relation between the dispatching of 
ECVs and RCSs. The ECVs skip RCSs that do not need to 
be closed or RCSs with an intact cyber function on both 
sides, as shown in constraints (37) and (38).∑

e
∑
ecv

zefecv £ z DSRM
mn + z DSRM

nm     "fÎV RS (mn)ÎV RS
(37)

∑
e
∑
ecv

zefecv = 0    "fÎV RS
int (38)

Second, we fully consider the relation between the repair 
completion time of damaged lines and energization time of 
the electric node block to ensure the safety of EMCs in re‐
pairing damaged electric lines. The electric node block can 
be energized only after all the damaged lines are repaired, as 
formulated in constraint (39).

t DSRM
a ³ t comp

m +∑
b

T RS
ba z DSRM

ba     "mÎ LEMC
a (39)

E. Co-optimization Recovery Model

A co-optimization recovery model restores the power sup‐
ply of all loads and minimizes the load curtailment during 
the recovery process. The objective function is designed to 
minimize the load curtailment as:

min∑
iÎN

ωit
R
i P load

i (40)

The objective function is subject to the following con‐
straints: ① dispatch constraints for EMCs, CMCs, and 
ECVs (1) - (13); ② cyber recovery time of nodes in cyber 
blind area (14); ③ energization path and timetable in the 
DSR model (15) - (27); ④ operation constraints (28) - (36); 
and ⑤ constraints of coupling relations (37)-(39).

III. SOLUTION METHODS 

To solve the proposed model efficiently, we adopt three 
methods: ① fault allocation reducing the computational bur‐
den; ② TN topology to calculate the traffic time of the three 
dispatchable resources; and ③ nonlinear constraints for solv‐
ing after linearization.

A. Fault Allocation

In the proposed model, the EMCs and CMCs are dis‐
patched to perform repair tasks at each destination. The nu‐
merous resulting binary variables increase the computational 
burden. Hence, based on proximity, we adopt fault allocation 
to assign the repair tasks of the damaged electric and cyber 
lines to each depot.

The fault allocation for damaged electric lines can be de‐
scribed by (41)-(43).

min∑
d
∑

m

ldm z FAM
dm (41)
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s.t. ∑
d

z FAM
dm = 1    "mÎV EN

emc /D (42)

∑
n
∑

emcÎ d(m)

znmemc = 1    "mÎV EN
emc /D (43)

Objective function (41) indicates that the repair tasks of 
damaged electric lines are allocated to each station accord‐
ing to proximity. Constraint (42) ensures that each damaged 
electric line is assigned to a depot. Constraint (43) indicates 
that, for a repair task at vertex m, the EMC in assigned de‐
pot d(m) must complete the task.

Similarly, the fault allocation for damaged cyber lines can 
be described by (44) - (46). Constraint (46) is different from 
constraint (43) because not all damaged cyber lines must be 
repaired.

min∑
d
∑

p

ldp z FAM
dp (44)

s.t. ∑
d

z FAM
dp = 1    "pÎV CN

cmc /D (45)

ì

í

î

ïïïï

ï
ïï
ï

∑
q
∑

cmcÎ d(p)

zqpcmc £ 1

∑
q
∑

cmcÏ d(p)

zqpcmc = 0
    "pÎV CN

cmc /D (46)

B. Traffic Time Calculation

We model the TN by simulating the actual road conditions 
to determine the travel time and ensure the feasibility of the 
optimization strategy.

The TN topology can be modeled by an undirected graph, 
G =(NTLT ). The adjacency matrix Aroad is established to re‐
flect the connections in the TN and determined by (47). This 
matrix is primarily used in the Floyd algorithm.

Aroad =

é

ë

ê

ê

ê
êê
ê

ê

ê ù

û

ú

ú

ú
úú
ú

ú

ú
a11 a12  a1j

a21 a22  a2j

  
ai1 ai2  aij

(47)

where aij = aji =
ì

í

î

ïïïï

ïïïï

lij   (ij)Î LT

0    i = j and ijÎNT

inf (ij)Ï LT

.

The traffic roads in LT are divided into three types: trunk 
roads, secondary trunk roads, and expressways. The relation 
between travel speed and road capacity of different road 
types is determined by the road impedance function given by:

ì
í
î

ïï
ïï

vij (t)= vij0 /[1 + (hij (t)/h
max
ij )σ ]

σ = r + s(hij (t)/h
max
ij )δ

(48)

The shortest path and distance lij between any two nodes i 
and j can be obtained using the Floyd algorithm. Finally, ac‐
cording to the relation between road distance lij and travel 
speed vij (t), the traffic route time T tr

mnemc, T tr
efecv, and T tr

pqcmc 
can be calculated.

C. Linearization

In constraint (25), ∑
ecv

t reach
eecv  is a continuous variable, and 

M (1 - z DSRM
ab ) and uECV

rs  are binary variables. Hence, the first 
formula of constraint (25) is nonlinear and can be linearized 
into (49)-(51) by introducing auxiliary variables t reachECV

rs  and 
z ECV

rs . A similar formulation can be derived for constraint (26).

t RS
ab ³ t reachECV

rs + uECV
rs (T op

ecv + T RS
ab )-Mz ECV

rs (49)

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

t reachECV
rs £MuECV

rs

t reachECV
rs £∑

ecv

t reach
eecv

t reachECV
rs ³∑

ecv

t reach
eecv -M (1 - uECV

rs )

    0 £ t reachECV
rs £M (50)

ì
í
î

ïï
ïï

z ECV
rs £ 1 - z DSRM

ab           z ECV
rs £ uECV

rs

z ECV
rs ³ uECV

rs - z DSRM
ab     0 £ z ECV

rs £ 1
(51)

To determine the binary variables in constraints (28)-(30), 
we obtain the corresponding linearization formulas (52)-(54).

(t - t R
i + ζ )/M £ z ES

it £(t - t R
i + ζ )/M + 1 (52)

ì
í
î

ïï
ïï

z ES
abt ³(z DSRM

ab + z DSRM
ba )(t - t RS

ab + ζ )/M

z ES
abt £(z DSRM

ab + z DSRM
ba )(t - t RS

ab + ζ )/M + (z DSRM
ab + z DSRM

ba )
    (53)

(t - t DSRM
a + ζ )/M £ z ES

ijt £(t - t DSRM
a + ζ )/M + 1 (54)

Formula (53) can be linearized using (55) and (56) by in‐
troducing auxiliary variable αab.

αab /M £ z ES
abt £ αab /M + z DSRM

ab + z DSRM
ba (55)

ì

í

î

ïïïï

ï
ïï
ï

-M (z DSRM
ab + z DSRM

ba )£ αab £M (z DSRM
ab + z DSRM

ba )

αab £ t - t RS
ab + ζ +M (1 - z DSRM

ab - z DSRM
ba )

αab ³ t - t RS
ab + ζ -M (1 - z DSRM

ab - z DSRM
ba )

(56)

IV. CASE STUDIES 

In this section, we verify the effectiveness and superiority 
of the proposed DSR framework on the modified IEEE 33-
node and 123-node test systems. The operation time of the 
ECV T op

ecv is set to be 10 min. For the traffic parameters, we 
assume that the road capacity of all types of roads is consis‐
tent at all time. The zero flow speed of roads (vij,0) is set to 
be 60 km/h. The road coefficients r, s, and δ of the trunk 
road are set to be 1.726, 3.15, and 3, whereas those of the 
secondary trunk road and expressway are set to be 2.076, 
2.870, and 3, respectively. In addition, the road saturation co‐
efficients of the trunk road, secondary trunk road, and ex‐
pressway are taken as random numbers in 0.6-0.8, 0.5-0.7, 
and 0.4-0.6, respectively. The simulations are implemented 
using Gurobi 9.5.2 on MATLAB R2018 running on a desk‐
top computer equipped with an Intel Core i5-10500H proces‐
sor, 16 GB RAM, and 64-bit operating system.

A. IEEE 33-node Test System

The system voltage for the IEEE 33-node test system is 
12.66 kV, with a total load demand of (3.715 + j2.30)MVA 
[26]. The EN and CN adopt the same topology, as shown in 
Fig. 3. Relevant TN topology are shown in Fig. 4. Virtual 
nodes are used only to represent the geographic location of 
the RCSs.
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The IEEE 33-node test system is equipped with two de‐
pots, 11 RCSs, and one substation. To simulate a failure sce‐
nario and post-disaster recovery resources after extreme 
events, we consider seven damaged electric lines and six 
damaged cyber lines as a benchmark failure scenario. Depot 
1 comprises one EMC and one CMC, whereas Depot 2 com‐
prises one EMC and one ECV. For the EN and CN, the re‐
pair time of damaged electric and cyber lines is set to be 1.2 
hours [17], and the closing time of an RCS is 5 min.

According to fault allocation (Section III-C), the damaged 
electric and cyber lines are assigned to the nearest depot, ob‐
taining the results listed in Table I.

For the benchmark failure scenario, the proposed co-opti‐

mization model is solved in 15.43 s. The proposed strategies 
restore all the loads in 360 min, and the total restored ener‐
gy reaches 9615.50 kWh. The travel paths and timetables for 
the three dispatchable resources are listed in Table II. The 
co-dispatching of three recovery resources and energized ar‐
eas are shown in Fig. 5.
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Fig. 4.　TN topology for IEEE 33-node test system.
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Fig. 3.　Modified IEEE 33-node test system.

TABLE II
TRAVEL PATHS AND TIMETABLES OF DISPATCHABLE RESOURCES

Depot

Depot 1

Depot 2

Resource

EMC1

CMC

EMC2

ECV

Travel path [reaching time (min), leaving time (min)]

24-25 [9, 81]→3-4 [95,167]→20-21 [175, 247]

4-5 [18, 90]→2-19 [104, 176]

31-32 [14, 86]→27-28 [101,173] → 
11-12 [193, 265]→16-17 [283, 355]

25-29 [24, 178]→14-15 [212, 360]

TABLE I
ALLOCATION OF DAMAGED ELECTRIC AND CYBER LINES

Depot

Depot 1

Depot 2

Damaged electric line

3-4, 20-21, and 24-25

11-12, 16-17, 27-28, and 31-32

Damaged cyber line

2-19, 4-5, and 23-24

7-8, 14-15, and 26-27

1104



WEI et al.: DISTRIBUTION SYSTEM RESTORATION WITH CYBER FAILURES BASED ON CO-DISPATCHING OF MULTIPLE...

The two EMCs repair all the damaged electric lines with‐
in 355 min. The damaged cyber lines 4-5 and 2-19 are re‐
paired by a CMC to restore the cyber function of RCSs 5-6, 
2-19, and 22-34. The other four damaged cyber lines are ir‐
relevant to the recovery process after the decision and do 
not need to be repaired. The ECV travels to RCSs 25-35 and 
14-15 using wireless communication to ensure that the 
switches could perform a timely close. Finally, six RCSs 
need to be closed to energize all the electric node blocks 
and ensure that the distribution system operates normally in 
a radial structure.

Furthermore, we also design five scenarios involving di‐
sasters and realistic settings for comparison to demonstrate 

the practicality and applicability of the proposed DSR frame‐
work. Scenario 1 is the benchmark failure scenario. In sce‐
nario 2, we simulate a realistic situation involving several 
electric line failures in the distribution system owing to the 
collapse of towers and tree barriers caused by extreme natu‐
ral disasters [27]. In scenario 3, we simulate several man-
made and targeted damages to cyber lines [28], which cause 
RCSs to be unresponsive for a long time during the recovery 
process. The available recovery resources in scenarios 1-3 
are the same. In scenarios 4 and 5, recovery resources are 
added to evaluate their effects on DSR. The design and opti‐
mization results for the five scenarios are listed in Table III.

The proposed DSR framework provides efficient recovery 
strategies for each scenario in a short time (less than 1 min). 
For scenarios 1-3, we can find that the total time needed to 
restore loads is proportional to the number of damaged elec‐
tric lines because all of them need to be repaired. In con‐
trast, increasing the number of damaged cyber lines may not 
necessarily increase the time required to restore the loads for 
two reasons.

1) The ECVs restore the cyber function of RCSs through 
wireless communications, thereby replacing part of the repair 
work of damaged cyber lines. 

2) Only some damaged cyber lines can affect the DSR 
progress and need to be repaired.

Based on scenario 2, we add two EMCs to participate in 
electric recovery tasks in scenario 4. Compared with scenar‐
io 2, scenario 4 has a 45.4% reduction in the total time to re‐
store loads and a 74% increase in the total restored energy. 
Similarly, compared with scenario 3, the total time to restore 
loads is reduced by 5.23% and the total restored energy is in‐
creased by 2.23% in scenario 5. Hence, we can conclude 
that the effect of DSR can be significantly enhanced in the 
scenario with a large number of damaged electric lines by in‐
creasing the number of EMCs. However, for scenarios with 
several damaged cyber lines, an increase in the number of 
CMCs may not result in a considerable improvement depend‐
ing on the impact of damaged cyber lines on the DSR pro‐

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

23
24 25

26 27 28 29 30 31 32 33

19 20 21 22
34

35

36

37 38

39
40

26

Command

center
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Depot 2

EMC2

EMC1

CMC

ECV

RCS; Closed RCS;Depot; Wireless communication scopeEMC; CMC; ECV;

Substation; Damaged electric line; Damaged cyber line;Electric-cyber coupling node; Virtual node; Energized area

Fig. 5.　Co-dispatching of three recovery resources and energized areas in IEEE 33-node test system.

TABLE III
DESIGN AND OPTIMIZATION RESULTS FOR FIVE SCENARIOS

Scenario No.

1

2

3

4

5

Number of damaged lines

Electric

7

10

3

10

3

Cyber

6

3

10

3

10

Available recovery resource

2 EMCs, 1 CMC, and 1 ECV

4 EMCs, 1 CMC, and 1 ECV

2 EMCs, 3 CMCs, and 1 ECV

Total time to restore 
loads (min)

360

518

181

283

172

Total restored energy 
(kWh)

9615.50

7980.17

15284.00

13884.67

15624.25

Computation 
time (s)

13.35

22.98

14.54

25.87

48.27
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cess. For example, if most damaged cyber lines do not affect 
the normal operation of RCSs (i. e., the cyber lines do not 
need to be repaired), the supply of cyber recovery resources 
exceeds the demand, being useless to add more such resourc‐
es. Hence, the appropriate number of resources for DSR 
should be selected in real-world scenarios.

B. IEEE 123-node Test System

The co-operation recovery strategies are also applied to 
the IEEE 123-node test system. The system voltage basis is 
4.16 kV with a total load demand of 3490 kW [29]. In addi‐

tion, we consider realistic parameter settings (e. g., repair 
time for damaged lines and closing time of RCSs) in this 
test system. The IEEE 123-node test system and correspond‐
ing TN modified for our case studies are shown in Figs. 6 
and 7, respectively. The distribution system is equipped with 
3 depots, 16 RCSs, 6 DGs, and 5 substations. For the failure 
scenario and recovery of resources, we assume 15 damaged 
electric lines and 13 damaged cyber lines, as shown in Fig. 
6. Each depot is equipped with two EMCs and one CMC, 
and Depot 1 also contains one ECV.

RCSDepot;Substation; Electric-cyber coupling node; DG; Trunk road; Secondary trunk road; Expressway;
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Fig. 7.　TN topology for IEEE 123-node test system.
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The repair time of the damaged electric lines for the EN 
and CN can be found in [29]. The repair time of damaged 
cyber lines and time required to close the RCSs T RS

ab are 
shown in Tables IV and V, respectively.

TABLE IⅤ
REPAIR TIME OF DAMAGED CYBER LINE

Line

1-7

1-149

23-35

30-250

50-51

Time (min)

91

62

105

118

50

Line

52-53

57-60

67-72

76-77

93-94

Time (min)

83

97

113

84

58

Line

105-108

151-300

300-350

Time (min)

46

47

53

TABLE Ⅴ
TIME REQUIRED TO CLOSE RCSS

Switch

1-7

13-18

13-152

18-135

Time 
(min)

2

3

3

2

Switch

23-25

54-94

60-160

76-77

Time 
(min)

5

3

3

2

Switch

87-89

95-195

97-197

149-150

Time 
(min)

4

1

5

1

Switch

151-300

250-251

300-350

450-451

Time 
(min)

3

1

1

1

The proposed co-optimization model is solved in 594 s. 
The co-dispatching paths of the EMCs in the IEEE 123-node 
test system are shown in Fig. 8, and those of the CMCs and 
ECV and energized areas in the IEEE 123-node test system 
are shown in Fig. 9. In Fig. 9, the energized areas are indi‐
cated by the blocks with different colors. 

To demonstrate the sequential DSR in detail, the timeta‐
bles for the sequential recovery strategies are listed in Table 
VI. During the DSR, the collaborative recovery tasks in‐
clude: ① repair of damaged electric and cyber lines; ② cy‐
ber function restoration for RCSs; ③ closing of RCSs; and 
④ energization of node blocks.

In Table VI, i-j* indicates that the cyber function of RCS 
i-j is restored by the ECV. The cyber functions of other RC‐
Ss are restored by repairing damaged cyber lines, including 
RCSs with intact cyber functions (e. g., RCS 95-195). Only 
during the ECV deployment and establishment of wireless 
communications for a period, the cyber function of RCS i-j* 
is temporarily restored and the RCS could operate normally. 
Seven damaged cyber lines are repaired to restore the cyber 
function of the corresponding RCSs. The other six damaged 
cyber lines are irrelevant to DSR and do not need to be re‐
paired. The operation constraints (31)-(36) of the distribution 

system only need to be checked at the energization time, 
t R

i Î T R, as described in Section II-C. Furthermore, t R
i  is 

equal to t DSRM
a , as given by (27). Thus, we check the opera‐

tion constraints at the energization time of the node blocks, 
including t = 0 min, t = 110 min (block 9), t = 122 min (block 
10), and the other eight energization time listed in Table VI.

The collaborative dispatching strategies for EMCs, CMCs, 
and ECVs are critical for accelerating the DSR. To better un‐
derstand the coordination of the three dispatchable resources, 
Fig. 10 shows DSR steps for node blocks 7 and 8. First, the 
substation node block 15 is energized at t = 0. Second, the 
damaged electric line 73-74 is repaired by EMC6 at t = 132 
min. Third, the damaged cyber line 67-72 is repaired by 
CMC3 at t = 225 min, and the cyber function of RCS 450-
451 is restored. In addition, the damaged electric lines 67-
160 and 76-86 in node block 7 are repaired using EMC5 
and EMC6 at t = 255 min and 261 min, respectively. 

RCS; Damaged electric line;Depot; Substation; EMC

Electric-cyber coupling node; DG; Electric node block
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Simultaneously, the ECV reaches the RCS 76-77 at t = 255 
min, and the cyber function of RCS 76-77 is restored tempo‐
rarily. Then, RCS 450-451 is closed at t = 262 min to ener‐

gize node block 7, and the loads (705 kW) are restored. Fi‐
nally, RCS 76-77 is closed at t = 267 min to energize node 
block 8, and the loads (240 kW) are restored.

TABLE VI
TIMETABLE OF SEQUENTIAL RECOVERY STRATEGIES

t 
(min)

0

40

57

61

71

81

103

109

110

121

122

125

126

128

132

133

138

141

Repaired line

Electric

101-105

55-56

18-19

89-91

109-110

60-62

25-26
73-74

Cyber

300-350

93-94

23-25

50-51

RCS

Cyber function 
restoration

95-195

250-251*

300-350

54-94

23-25

Closed

95-195

300-350

54-94

250-251

23-25

Energized 
node block

11,12,13,
14,15

9

10

6

4

3

Load 
restoration 

(kW)

160

320

550

200

160

t 
(min)

177

186

196

197

216

219

225

226

228

251

253

255

261

262

267

310

311

Repaired line

Electric

13-34

7-8

49-50

36-38

67-160

76-86

1-3

Cyber

151-300

67-72

1-149

RCS

Cyber function 
restoration

13-152*

18-135

450-451

149-150

76-77*

Closed

13-152

18-135

450-451

76-77

149-150

Energized 
node block

2

5

7

8

1

Load 
restoration 

(kW)

240
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To demonstrate the superiority of the proposed DSR 
framework, we design five cases and conduct a comprehen‐
sive comparison with existing DSR frameworks. The cooper‐
ation of CMCs and ECVs can accelerate the restoration of 
CNs and improve DSR efficiency, which is a prominent fea‐
ture of the developed models. Thus, three state-of-the-art 
methods for DSR with CMCs or ECVs, and an advanced hi‐
erarchical optimization model are built for comparison with 
the proposed DSR framework.

Case 1: hierarchical optimization for DSR [29].
Case 2: only maintenance crews (excluding ECVs) follow 

an independent repair approach (IRA) [17] in DSR.
Case 3: similar to Case 2, only maintenance crews partici‐

pate in the DSR, and the crews follow a joint repair ap‐
proach (JRA) [17].

Case 4: optimization model for restoring CNs through 
ECV wireless communications only (excluding CMCs) in 
DSR [19].

Case 5: the proposed co-optimization models coordinate 
the dispatching of EMCs, CMCs, and ECVs to accelerate 
the load restoration in the distribution system described in 
the previous sections.

The above five cases are conducted for DSR considering 
the design and parameters of the IEEE 123-node test system, 
as described in Section IV-B. The settings of the five cases 
are listed in Table VII.

The comparison results of the restored power and energy 
of loads for the five cases are shown in Fig. 11.

For Case 1, it takes the longest time (383 min) to restore 
all loads and has the lowest restored energy of loads 
(6635.67 kWh). Case 1 emphasizes repairing damaged lines 

in the shortest time when dispatching EMCs and CMCs. 
However, Case 1 might show uncoordinated repair of dam‐
aged electric and cyber lines by maintenance crews. For ex‐
ample, damaged electric lines in the area could be restored 
while the cyber function of RCS is not restored. This will 
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Fig. 10.　DSR steps for electric node blocks 7 and 8.

TABLE VII
SETTINGS OF FIVE CASES

Case

1

2

3

4

5

Rule

EMCs in EN and CMCs, ECV in CN

Only maintenance crews for DSR

Only maintenance crews for DSR

EMCs in EN and only ECV in CN

EMCs in EN and CMCs, ECV in CN

Model

A hierarchical optimization model [29]

IRA [17]

JRA [17]

An integrated DSR framework [19]

Proposed

Dispatchable resource

6 EMCs, 3 CMCs, and 1 ECV

6 EMCs and 4 CMCs

10 maintenance crews

6 EMCs and 4 ECVs

6 EMCs, 3 CMCs, and 1 ECV
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prevent RCSs from closing and prevent loads from being re‐
stored for a long time, thus being inefficient. As shown in 
Fig. 11, the RCSs fail to close within t = 122 - 268 min and 
t = 272 - 343 min owing to uncoordinated repair strategies.

Both Cases 2 and 3 consider that only maintenance crews 
(excluding ECVs) participate in DSR. Although the number 
of maintenance crews is the same in Cases 2 and 3, 10 main‐
tenance crews in Case 3 could repair both the damaged elec‐
tric and cyber lines. Six EMCs repair the EN and four 
CMCs repair the CN, which is fixed in Case 2. The repair 
strategy in Case 3 provides better dispatching flexibility than 
that in Case 2. In other words, Case 3 can allocate different 
numbers of maintenance crews to repair damaged electric 
and cyber lines in different periods, substantially improving 
the recovery efficiency for both networks. As shown in Fig. 
11, Case 3 could restore all the loads within 340 min, being 
28 min earlier than Case 2. Moreover, the total restored ener‐
gy for Case 3 is 9373.25 kWh, being 515.17 kWh higher 
than that for Case 2.

Both Cases 4 and 5 coordinate the maintenance crews and 
ECVs to restore loads in DSR. However, only ECVs partici‐
pate in restoring the cyber function of the RCSs in Case 4, 
possibly providing a difference in the performance of ECVs 
compared with CMCs in terms of cyber restoration. In partic‐
ular, when damaged electric lines in an area are repaired, the 
corresponding RCS is required to energize and restore the 
loads in that area. However, the cyber function of the RCSs 
might be lost, impeding them to be closed. There are two 
conditions (C1 and C2) for CMCs and ECVs to restore the 
cyber function of RCSs.

C1: the time required to restore the cyber function of RCS 
by repairing damaged cyber lines is much less than that re‐
quired to complete the repair of damaged electric lines in an 
area. CMCs can restore the cyber function of an RCS before 
it must be closed. However, the ECV must remain in place 
until all damaged electric lines are repaired. The recovery ef‐
ficiency of the CMC is higher in C1.

C2: the time required to restore the cyber function of RCS 
by repairing damaged cyber lines is much longer than that 
for completing the repair of damaged electric lines in an ar‐
ea. Once the damaged electric lines in the area are repaired, 
the ECV can immediately provide wireless communications 
to restore the cyber function of the RCS. However, CMCs 
may be still repairing damaged cyber lines, preventing the 
RCS from closing for a long time. The recovery efficiency 
of the ECV is higher in C2.

Both C1 and C2 may occur in real-world situations, and 
either CMCs or ECVs should be selected to restore the cy‐
ber function of RCSs according to different situations. There‐
fore, the collaborative recovery in Case 5 is better than that 
in Case 4. As shown in Fig. 11, all loads are restored within 
311 min in Case 5, being 12 min earlier than that in Case 4. 
In addition, the total restored energy in Case 5 is 11302.58 
kWh, being 225.75 kWh higher than that in Case 4. As 
ECVs are scarce resources, it would be unreasonable to allo‐
cate several ECVs for DSR. The proposed co-optimization 
of CMCs and ECVs for cyber function restoration seems 
valuable and applicable in practice.

Figure 11 also shows that the performance of global opti‐
mization model (Cases 2-5) is much better than that of the 
hierarchical optimization model (Case 1) for DSR. The total 
restored energy obtained from the global optimization model 
is 51.9% higher on average than that from hierarchical opti‐
mization model. In addition, using ECVs as cyber recovery 
resources for RCSs can considerably improve the efficiency 
of load restoration. Compared with Cases 2 and 3 in which 
only CMCs are involved in CN restoration, the total restored 
energy in Cases 4 and 5 increase by 22.9% on average.

V. CONCLUSION 

To accelerate DSR after extreme events, we propose a co-
optimization model for the dispatch of EMCs, CMCs, and 
ECVs while considering the coupling of ENs, CNs, and 
TNs. We introduce specific optimization models and re‐
sponse solution methods to reduce the computational com‐
plexity. The effectiveness and superiority of the proposed 
DSR framework are verified using modified IEEE 33-node 
and 123-node test systems. The numerical results demon‐
strate that the proposed DSR framework can reduce the load 
recovery time and increase the total restored energy in DSR. 
Additionally, the proposed DSR framework exhibits good ap‐
plicability and practicality by considering real-world scenari‐
os and settings.

To conduct more comprehensive research, we can mention 
the following limitations and directions of future work.

1) As prior misjudgments and secondary failures may ex‐
ist in real-world scenarios, maintenance crews may not carry 
sufficient supplies for repair tasks and may need to return to 
the depots for resupplying. Hence, the resource constraints 
of the corresponding proposed models should be further re‐
fined.

2) DSR data often contain uncertainties and dynamic fac‐
tors such as load demands, repair time of damaged compo‐
nents, and travel time of dispatchable resources. Such uncer‐
tainties should be investigated in future studies.
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Fig. 11.　Restored power and energy in five cases.
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3) Other technical constraints and considerations for DSR 
can be added to the proposed DSR framework, such as cold 
load pickup, renewable energy sources, unbalanced distribu‐
tion systems, and robust and stochastic optimization tech‐
niques.
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