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Abstract——A reliable and robust communication network is es‐
sential to exchange information between distributed generators 
(DGs) and accurately calculate their control actions in mi‐
crogrids (MGs). However, the integration of the communication 
network and MGs poses challenges related to the flexibility, 
availability, and reliability of the system. Furthermore, random 
communication disorders such as time delays and packet loss  
can negatively impact the system performance. Therefore, it is 
essential to design a suitable secondary controller (SC) with a 
fast dynamic response to restore voltage and appropriate power-
sharing, while ensuring that the effects of random communica‐
tion disorders are eliminated. In this regard, an optimal distrib‐
uted hybrid model predictive secondary control method is pre‐
sented in this paper. Realistic simulations are carried out in a 
mixed simulation environment based on MATLAB and OM‐
NET++ , by considering IEEE 802.11 (WiFi) using the recently 
developed Internet networking (INET) framework. In the imple‐
mented application layer, the recoveryUnit is responsible for re‐
ducing the impact of random communication disorders. The ef‐
fectiveness and performance of the proposed method in compar‐
ison with a conventional model predictive control are verified 
by simulation results.

Index Terms——Microgrid, model predictive control, random 
communication disorder, secondary control.

I. INTRODUCTION 

POWER electronics based systems are becoming increas‐
ingly popular for modern power systems such as mi‐

crogrids (MGs) due to the increasing development and inte‐
gration of renewable energy sources (RESs) [1]. Power elec‐
tronic converters (PECs) are usually installed as an essential 
component in the MGs to improve efficiency, reduce emis‐

sions, and manage the variability of RESs. These compo‐
nents guarantee the principal duties of the MG such as volt‐
age and frequency regulation, accurate power-sharing, as 
well as power balancing [2].

Direct current (DC) MGs are one of the future develop‐
ment trends due to their high efficiency, better power quali‐
ty, and lower conversion losses, as well as their DC output 
characteristics in RESs (e.g., photovoltaic (PV)), electric ve‐
hicles (EVs), and energy storage systems (ESSs). In addi‐
tion, DC MGs are not required to control frequency, phase, 
reactive power, harmonics, or power quality, which are all 
considerable challenges for alternating current (AC) MGs [3].

However, in a DC MG, voltage regulation, appropriate 
power-sharing, and plug-and-play (PnP) capability become 
more important issues that must be properly addressed, be‐
cause in this case, the interaction between distributed energy 
resources (DERs) can lead to instability and failure includ‐
ing voltage fluctuation and voltage collapse [4]. To cope 
with these challenges and provide optimal solutions, ad‐
vanced control of PECs in DC MGs is an important require‐
ment [5]-[7]. The primary control is the fundamental control 
layer that locally ensures the system stability [8]. However, 
the primary control cannot adjust the voltage or frequency to 
nominal values when an MG is perturbed to track changes 
in power demand. Furthermore, the droop-based primary con‐
trol method suffers from inherent voltage regulation and in‐
appropriate current sharing due to its dependence on droop 
gain [9]. Indeed, voltage deviations and inaccurate current 
sharing in droop control caused by distinct output impedance 
characteristics are generally inescapable. Therefore, second‐
ary control is employed to overcome these drawbacks [10]. 
This method can be categorized into three structures: central‐
ized, decentralized, and distributed based on data exchanged 
by the communication network among DGs and a central 
control unit or only among DGs [11].

There are some reasons for the failure of centralized control 
including: ① the problem in redesigning a controller due to 
change even in an RES, ② high computational load due to the 
high number of controlled units, and ③ lack of availability of 
separate management units. In [12], decentralized control is 
proposed as the best option for presenting required functional‐
ities; however, this control method ignores interactions be‐
tween subsystems, which results in poor system performance.
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To address the aforementioned challenges, the distributed 
secondary control (DSC) method has received much atten‐
tion; additionally, this method satisfies stability, reliability, 
and scalability [13] - [16]. DSC is a control method that en‐
ables the coordination of multiple power sources and loads 
in MGs. This control method can be implemented through a 
communication network that connects the distributed control 
agents to each other. However, communication networks can 
be affected by various random communication disorders 
such as packet loss, delay, and transmission error, which can 
significantly affect the performance of the control method.

Recently, several methods such as those applying consen‐
sus algorithms, event-triggered control, and predicted control 
methods have been provided to improve the performance of 
secondary control in the presence of random communication 
disorders. An event-triggered secondary restoration control 
method aims to restore power supply in islanded MG after 
disturbances or faults [17] - [20]. This method allows each 
component to make its own independent decisions, which en‐
hances the flexibility and robustness of the MG. A distribut‐
ed event-triggered hierarchical control method has been pro‐
posed in [21]. In this method, control actions are coordinat‐
ed across multiple levels and layers of the MG, incorporat‐
ing economic objectives and enabling effective power man‐
agement. Despite the fact that event-triggered strategies facil‐
itate decentralized decision-making and reduce control over‐
head, they may face challenges when scaling up to larger 
MGs. The innovative distributed hierarchical control method 
introduced in [22] provides a resilient and secure method to 
improve the economic performance and stability of hybrid 
AC/DC MGs. It enables real-time management of DERs, 
voltage and frequency control, proportional power allocation, 
and economic power distribution, while ensuring data securi‐
ty and reducing the communication workload. Moreover, 
event-triggered control methods must demonstrate that the 
system does not exhibit Zeno behavior [23]. To avoid Zeno 
behaviors and reduce communication impairments, an opti‐
mal consensus-based control method is proposed in [24]. 
Furthermore, distributed optimization-based control methods 
such as model predictive control (MPC) have emerged.

MPC is an optimal control method that aims to solve an 
optimization problem over a prediction horizon at each sam‐
pling step with a fast dynamic response that can account for 
nonlinearity, uncertainty, and constraints of state and input 
variables in the controller design [25].

Generally, slowness control methods are usually designed 
at the secondary control level to ignore communication de‐
lays and deal the dynamics of the primary control level. 
While the secondary control methods need to be improved 
in order to have a fast dynamic response and excellent con‐
vergence speed. Therefore, the MPC methods have recently 
been explicitly and widely proposed in DC MGs as a second‐
ary control strategy to reduce the communication delay [26]-
[30]. Moreover, there are several advantages for using this 
method including ① robustness to delay: it is more robust to 
communication delay than infinite-time consensus algorithms 
for MGs; ② explicit optimization: MPC considers communi‐
cation delays as part of the optimization problem and adjusts 
control actions to minimize their impact on system perfor‐

mance; ③ adaptability: MPC can adapt to varying communi‐
cation delays in real-time, and adjust its predictions and con‐
trol actions based on the most up-to-date information; and ④ MPC is well-suited for optimizing system performance 
over finite time horizons, and can achieve superior perfor‐
mance compared to infinite-time consensus algorithms. Al‐
though previous DSC based on MPC methods can guarantee 
current sharing and DC bus voltage restoration against com‐
munication constraints and uncertainties, some important is‐
sues have not been considered in previous papers. First, the 
accurate model of the MG and the various switching modes 
of PECs are ignored, leaving only the average value of the 
output voltages at the nominal value. Second, in order to mit‐
igate the effects of communication disorders, the time delay 
is assumed to be constant, whereas in practical applications, 
the time delay is not deterministic. Finally, these methods 
have not been matched with constant power loads (CPLs), 
which may cause the filter’s output to oscillate due to nega‐
tive impedance characteristics in these loads.

This paper presents an optimal distributed hybrid model 
predictive secondary control method of DC MGs, which is a 
proper technique to compensate for random communication 
disorders and overcome the above challenges due to the dy‐
namic network state. Although MATLAB provides meticu‐
lous physical models and many powerful functions, this sim‐
ulation environment is not suitable for scheduling algorithms 
in communication network carrying real-time traffic. There‐
fore, simulations are implemented in a mixed simulation en‐
vironment based on MATLAB and OMNET++ to reduce the 
overall computational burden. This could provide an effi‐
cient communication system to simulate high-complexity 
contexts. Due to developing the proposed method in the IN‐
ET framework, a variety of data link layer protocols can be 
supported. Furthermore, IEEE 802.11 (WiFi) is considered 
because of its widespread usage in DSC of the networked 
microgrid (NMG). Moreover, to reduce the impact of sto‐
chastic communication disorders, a recoveryUnit is imple‐
mented, in which the lost data are predicted using previously 
stored data. The contribution of this paper can be summa‐
rized as follows.

1) As opposed to the MPC methods in [29] - [31], the pro‐
posed method presents an augmented model by considering 
the unknown disturbances as additive white Gaussian noise 
(AWGN) to guarantee stability and sensitivity as well as pro‐
duce accurate voltage and current under existing perturbations.

2) Unlike the previous secondary control methods, this pa‐
per provides a novel DG architecture for NMGs in OM‐
NET++ environment by incorporating both codes generated 
by C++ from MATLAB and properties of data communica‐
tion network from INET framework, which supports both a 
variety of data link layer protocols and high programmability.

3) The proposed method provides flexibility and robust‐
ness for the system performance under stochastic communi‐
cation disorders such as random delay and packet loss.

The remainder of this paper is structured as follows. In 
Section II, the system configuration is introduced in detail. 
The implementation process of the proposed method is dis‐
cussed in Section III. In Section IV, simulation results are 
provided to confirm the performance of the proposed meth‐
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od. Finally, Section V concludes this paper.

II. SYSTEM CONFIGURATION 

This section describes some basic mathematical knowl‐
edge used in this paper. Necessary and sufficient graphical 
conditions are provided for structural controllability based 

on the communication topology of a DC MG. The detailed 
hierarchical control of the NMG including the electrical sche‐
matic of an DC MG with M DGs and DC/DC boost convert‐
ers as well as the communication layer is demonstrated in 
Fig. 1, where VC and CC represent voltage control and cur‐
rent control, respectively.

A. Data Communication Network Based on Graph Theory

The communication layer describes the information ex‐
changed among the DGs (the ith DG, "i = 12...M), whose 
topology can be modelled by the graph theory G = (VEA), 
where V ={V1V2...VM } is the set of nodes containing all 
DGs, EÍV ´V is a set of the communication edge indicat‐
ing the lines of the communication between DGs, and A =
{aij }ÎRN ´N is the adjacency matrix that represents the com‐
munication information and the communication weights. All 
the neighbors of node i are expressed as Ni ={ j|(V iVj )}, 
where node j is called a neighbor of node i if there is a com‐
munication link from node i to node j. In other words, E =
{(V iVj )|if Vi®Vj }, where Vi®Vj means that if the informa‐
tion of the ith DG can be transmitted to the jth DG directly 
through communication network G, then aij > 0; else, aij = 0. 
The Laplacian matrix of graph G is defined as L =Din -A, 

where Din = diag∑
j = 1

M

aij is a diagonal matrix (also known as 

the in-degree matrix). In addition, the out-degree matrix is 

denoted as Dout = diag∑
j = 1

M

aji. If in-degree and out-degree ma‐

trices are equal, the Laplace matrix L will be balanced. In 
this paper, for convenience, it is assumed that the graph of 
the communication network is strongly connected and 
weight-balanced to achieve an accurate current sharing and 
DC voltage regulation. It is easy to meet this assumption, as 
long as all DGs are connected, given that the communication 
channels between two DGs are bidirectional, i.e., aij = aji.

B. Physical Layer

The physical layer part from Fig. 1 illustrates a simplified 
electrical schematic model of ith DG in a DC MG, where 
each DG is classified as a sub-system. The DC MG contains 
M DGs, each of which is composed of DC/DC boost con‐

verters so that the DG is represented by a constant voltage 
source with input voltage Vsi. S and D are two power switch‐
es, where S is controllable, e. g., metal-oxide-semiconductor 
field-effect transistor (MOSFET) or insulate-gate bipolar 
transistor (IGBT), while D is uncontrollable. It is shown in 
the literature that the control performance of such system is 
more effective in the automatic model than in the averaged 
model [8]. Unlike the averaged model taking into account 
the switching modes, in the automatic model, the situation 
of inductor current in each sampling time is considered in 
addition to the switching modes. Therefore, in this paper, the 
automatic model is used, which is a completed model of the 
system. Details of the continuous-time model of the pro‐
posed system in averaged and automatic models with the 
switch positions are presented in [32]. The representation of 
the nonlinear state-space dynamic of the continuous-time equa‐
tions of the automatic model can be calculated as follows:

ẋ i (t)=
ì

í

î

ïïïï

ïïïï

A1i x i (t)+Biui (t)    S = 1ILi (t)> 0

A2i x i (t)+Biui (t)    S = 0ILi (t)> 0

A3i x i (t)                     S = 0ILi (t)= 0

(1a)

yi (t)=Ci x i (t) (1b)

where x i (t)=[ILi (t)VCoi (t)]
T is defined as the state variable 

vector including inductor current ILi (t) and capacitor voltage 
VCoi (t); ui (t)=Vsi (t) is the input voltage; and yi (t) is the out‐
put voltage of the ith DG. Furthermore, assuming local and 
global loads in the form of a mix of resistance and constant 
power loads for each DG, matrices A1i, A2i, A3i, Bi, and Ci 
are calculated as follows:

A1i =

é

ë

ê

ê

ê

ê
êê
ê

ê

ê
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û

ú

ú

ú

ú
úú
ú

ú

ú

ú-RLi

Li
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M ∑
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Fig. 1.　Hierarchical control of NMG.
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A2i =

é
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Bi =
é

ë
êêêê

1
Li

0
ù

û
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T

(1f)

Ci =[0 1] (1g)

where Voi is the DC bus voltage of ith DG; Coi is the output 
capacitor filter; RLi is the internal resistance of the input in‐
ductor Li and Coi; P is the power load on the DC bus side; 
and Rij is the line impedance between the ith DG and jth DG 
or common bus; and the local loads of the ith DG are consid‐
ered as resistor Ri. It is assumed that the global load is the 
common CPL, i.e., iCPL = P Vo, where Vo is the DC bus volt‐

age. Indeed, the nonlinear term associated with the CPL 
characteristics of the studied system can be defined by 
-P (CoiV

2
oi ), which appears in Aji (22).

C. Primary Control

The primary control, i. e., current control, voltage control, 
and droop control, is known as a local or internal control to 
regulate voltage and current with the preliminary power-shar‐
ing. This control level operates in the fastest response and 
preserves the voltage and power-sharing after sudden chang‐
es in demand or generation based on local measurements 
without communication links. However, conventional droop 
control is adopted to provide the current sharing between 
multiple DGs in a DC MG. With such mechanism, the per‐
formance depends on the amount of droop coefficients so 
that a large droop gains result in accurate current sharing but 
deviate the DC bus voltage severely from its nominal value 
and vice versa. Therefore, one of the drawbacks of droop 
control is the problem of DC bus voltage deviation, which is 
unable to be eliminated at this level. By properly tuning the 
proportional-integral (PI) control parameters of the inner 
loop and droop gain to achieve an adjustable current sharing 
ratio in the primary control layer, the output voltage of the 
ith DG can be calculated as:

Voiref =V *
dc -Rdi Ioi (2)

where V *
dc is the DC bus voltage reference; Ioi is the current 

of the ith DG; and Rdi = DVoi Ioimax is the droop gain, DVoi is 

acceptable voltage change, and Ioimax is the maximum rating 
current of the ith DG.

D. Secondary Control

In order to achieve accurate system performance, a trade-
off between power-sharing and voltage regulation perfor‐
mance is essential. In this regard, a secondary control level 
is provided, which is an effective solution to improve power 
allocation accuracy between DGs in a DC MG and restore 
the DC bus voltage at the same time compared with the tra‐

ditional droop control method.
The secondary control maintains the control parameter in 

an optimization range by adding the secondary signal control 
input to the primary control in (2) as follows:

Voiref =V *
dc -Rdi Ioi + δui (3)

where δui is the voltage restoration term generated by the 
proposed DSC of the ith DG.

III. IMPLEMENTATION PROCESS OF PROPOSED METHOD 

This section presents an secondary control based on the 
hybrid model predictive control (HMPC) method as a distrib‐
uted framework using an iterative algorithm, which allows 
for information to be exchanged during the sampling time. A 
voltage controller and a current controller are commonly 
used in the secondary control layer of the DC MGs. The 
steady-state deviations are a major problem regarding the 
performance indicators.

In contrast to the conventional droop mechanism, the pro‐
posed method can modify the operation point of the PC and 
eliminate steady-state deviations while providing voltage reg‐
ulation and accurate current sharing. Since MPC is based on 
future predictions, this method uses the predicted values as 
known characteristics of the behavior of dynamic processes 
to achieve optimal conditions. While in the proportional-inte‐
gral-derivative (PID) controller, the control actions are based 
on the past. When the secondary control is implemented and 
designed by the MPC method, the information transmitted 
typically consists of the future predicted values, so that any 
DSC can predict the interaction effects over the considered 
prediction horizon. The proposed DMPSC method is de‐
scribed in detail in the three stages listed below.

A. Stage 1: Measurement/estimation of Individual Parameters

The first stage to execute the proposed method is to obtain 
the required parameter information. In this regard, the output 
voltage Voi, inductor current ILi, input voltage Vsi, and power 
load P of each DG, i.e., the ith DG, are measured/estimated by 
the power link [33]. In addition, the predicted voltage and cur‐
rent deviations δV n

oj and δI n
Lj of other DGs are provided by the 

communication network, which are calculated in Stage 3.

B. Stage 2: Design of Proposed Method

This stage calculates the MPC commands. First, using 
measured/estimated values, the future behaviors of the DC 
MG (inductor current and output voltage of each DG in the 
current sample k) are predicted. Then, using these predicted 
values, as well as current and voltage references, a cost func‐
tion is calculated to achieve the control objectives (i.e., cur‐
rent sharing and voltage regulation in DC MGs). Finally, the 
optimization problem in the MPC controller is determined 
by minimizing the cost function, as shown in Fig. 2.
1)　Step 1: Discrete-time Model

The continuous state-space equation in (1) can be dis‐
cretized using the Euler approximation as:

dx(t)
dt

=
x(k + 1)- x(k)

Ts
(4)

where k = nTs (nÎZ+ ) is sample instant; and Ts is the sam‐
pling time of the controller.
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As previously stated, this paper considers an augmented 
automatic discrete-time model (DTM) of the system that 
takes into account all switching modes and inductor current 
situations given by (4) as an accurate model [8]. Further‐
more, unknown disturbances are considered as AWGN, and 
the proposed solution can easily address the inherent fluctua‐
tions and uncertainties of the system.

Xi (k + 1)=

ì

í

î

ï

ï
ïï
ï

ï

ï

ï
ïï
ï

ï

Ḡ1i X i (k)+ F̄iDvsi (k)+W i (k)

Ḡ2i X i (k)+ F̄iDvsi (k)+W i (k)

Ḡ3i X i (k)+W i (k)

Ḡ4i X i (k)+
τ1

Ts

F̄iDvsi (k)+W i (k)

(5)

Y i (k)= H̄i X i (k) (6)

where Xi (k)=[Dx i (k)yi (k)]T, Ḡmi =
é
ë
êêêê ù

û
úúúúGmi OT

HiGmi Iq ´ q

, Dx i, and 

Dvsi (k) are the differences between the states and the input 
vectors for the ith DG, m = 1234 represents various equa‐
tions based on different switching and inductor currents 
modes, G1i = I + Ts A1i, G2i = I + Ts A2i, G3i = I + Ts A3i, G4i =
(τ1G2i + τ2G3i ) Ts, Hi =Ci, and Iq ´ q is the identity matrix; i is 
the number of DGs available for installation, i = 12...M; 
W i (k) is the modeled disturbance and uncertainty as AWGN 
with σ2 = 0.1; F̄i =BiTs; and τ1 + τ2 = Ts.
2)　Step 2: Cost Function

The main objective of the proposed method is to ensure 
accurate current sharing between DGs so that the output volt‐
age and the output current track the reference values with 
fast dynamic response and the minimum steady-state error. 
To accomplish this, the multi-objective cost function is de‐
fined below, which is made up of three weighted terms 
based on the control objectives. The first and second terms 
represent the average voltage restoration and the deviations 
between the individual current states and the reference value 
for Np steps ahead, respectively, which are calculated as the 
local average of the predicted values of variables of the ith 
DG, i. e., V p

oi (k +m) and I p
Li (k +m), and the information re‐

ceived from other DGs. The third term adjusts the overshoot 
and settling time. In other words, this term will penalize the 
sequence of control actions required to simultaneously carry 
out both the regulation and consensus objectives.

Ji (k)=
1

Np ( )∑
k = 1

Np

(δV p
oi (k + 1))2 +∑

k = 1

Np

(δI p
Li (k + 1))2 + γ∑

k = 0

Nu

(δVsi (k))2

(7)

where Np and Nu are the prediction and control horizons, re‐
spectively; Vsi (k) is the control effort to obtain the best volt‐
age reference to the primary control loop; and γ is the 
weighting coefficient penalizing relative big changes in 
Vsi (k), which defines a trade-off between the control effort 
and tracking and it can be calculated by the trial and error 
method. A weighting factor is used to balance control objec‐
tives and constraints that affect the performance of the pro‐
posed method. It is not easy to determine the appropriate 
weighting factors in order to achieve the desired behaviour 
of a system. In fact, to obtain the value of weighting factor, 
several factors such as the peak value, settling time, and os‐
cillation magnitude must be taken into account. In this pa‐
per, the trial and error method is used to obtain the appropri‐
ate weighting factor. In this way, figures of merit are defined 
depending on the application, and a series of simulations are 
performed to find the most appropriate value [34]. More‐
over, δV p

oi (k + 1) and δI p
Li (k + 1) for each DG are the local de‐

cision variables to achieve a minimum error tracking, which 
can be obtained as:

ì

í

î

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ï

ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ï

ï

δV p
oi (k + 1)=

V p
oi (k + 1)+∑

i = 1

M ( )∑
j = 1j ¹ i

M

λijVoj

1 +∑
i = 1

M ( )∑
j = 1j ¹ i

M

λij

-Voref

δI p
Li (k + 1)=

I p
Li (k + 1)+∑

i = 1

M ( )∑
j = 1j ¹ i

M

λij ILi

1 +∑
i = 1

M ( )∑
j = 1j ¹ i

M

λij

- ILiref

(8)

where V p
oi, I p

Li and Voj, ILj are the prediction values of the 
state variables in the ith DG and information communicated 
from the other DGs via communication network, respective‐
ly; λij = 1 if there is a communication link between the ith and 
jth DG, otherwise, it is zero; Voref is equal to V *

dc; and ILiref at 
each sample instant k can be obtained as:

ILiref (k)=
I p

Li (k)V p
oi (k)

V *
dc

(9)

3)　Step 3: Optimization Problem
The proposed DSC has two outputs, which are the results 

of the local optimization problem. In this regard, the optimi‐
zation problem for each DGs can be obtained by minimizing 
the given objective function as:
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Fig. 2.　Distributed implementation of DMPSC.
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DUi (k)= arg min Ji (k)

s.t.  Voimin £V p
oi (k + 1)£Voimax

       ILimin £ I p
Li (k + 1)£ ILimax

       ILi ³ 0   

       S = 0 or 1

(10)

where DUi (k)={DX p
i Dui } is the output of optimization prob‐

lem with two subsets, which is provided as the proposed sec‐
ondary controller. The first subset DX p

i  presents the set of 
predicted values of the state variables over the prediction ho‐
rizon, and the second subset Dui represents the set of the 
control efforts provided below.

ì

í

î

ïïïï

ïïïï

DX p
i ={DV p

oi (k)DI p
Li (k)}

DV p
oi (k)={δV p

oi (k)δV p
oi (k + 1)...}

DI p
Li (k)={δI p

Li (k)δI p
Li (k + 1)...}

    k = 01...Np (11)

Dui ={δui (k)δui (k + 1)...}    k = 01...Nu (12)

According to the MPC principle, at each sampling time, 
only the first elements of each subset of the optimization 
problem results in (11) and (12) are applied. In this regard, 
the first element of the predicted control action i.e., δui (k) is 
considered at k - 1 instant, and is applied to the droop con‐
trol as optimal secondary signal control to restore voltage de‐
viation which can be obtained as (13). Moreover, the first el‐
ements of DV p

oi (k) and DI p
Li (k), which are a sequence of pre‐

dicted voltage and current values, respectively, with switch‐
ing sequences 2Np, are sent to the communication layer as 
the optimal predicted values. Finally, the calculated values 
δV n

oj and δI n
Lj in the communication layer are broadcasted via 

communication network to other DGs. The prediction hori‐
zon is shifted one step forward and these steps are then repeat‐
ed each sample time with updated measurements/estimations.
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ï

ï

ï
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ï

δui (k)= δVi + δIi

δV n
i = α1δV

p
oi (k)+ α2 ∑

j = 1j ¹ i

M δV p
oj

M - 1

δI n
i = β1δIoi (k)+ β2 ∑

j = 1j ¹ i

M δI p
oj

M - 1

(13)

where δVi is the voltage correction term; δIi is used to pro‐
vide an additional voltage correction term which can be used 
to compensate the line impedances to realize accurate cur‐
rent sharing; and α1, α2, β1, and β2 are the weighting coeffi‐
cients reflecting the relative importance of the ith controlled 
variables (inductive current and output voltage).

C. Stage 3: Communication Layer

This stage represents a mixed MATLAB/OMNET++ simu‐
lation environment to implement the proposed method. The 
OMNET++ simulator with MATLAB is presented as a com‐
mon simulation model to reduce the overall computational 
load and provide an efficient communication system capable 
of simulating high-complexity fields. OMNET++ is an open-
source, object-oriented, component-based discrete event sim‐
ulator, which is gaining wide acceptance to develop simula‐
tions of communication networks, distributed hardware sys‐
tems, multiprocessors, and protocol modeling.

In this paper, the proposed method is implemented using 

developed INET framework, which is an open-source model 
library for the OMNET++ simulation environment. The pro‐
tocols, agents, and other models of communication networks 
have been provided by this framework. It includes internet 
stack models (transmission control protocol (TCP), user data‐
gram protocol (UDP), open shortest path first (OSPE), IPv4, 
IPv6, etc.), types of link-layer protocols (Ethernet, PPP, 
IEEE 802.11, etc.), as well as many other protocols and com‐
ponents.

A snapshot from OMNET++ of the proposed method for 
the ith DG (distributedGeneration) is shown in Appendix A 
Fig. A1. This model has been implemented by developing 
the application layer of the standardHost compound module 
of the INET framework. The developed application layer is 
composed of several simple modules. The cppGenerated‐
Codes simple module presents the physical and primary lay‐
ers of DC MG, where the C++ source code for this simple 
module is generated from MATLAB. The proposed DSC 
method is implemented in dMPSC. This simple module runs 
in each sample time and its required inputs are received 
from cppGeneretedCodes and recoveryUnit, then its outputs 
are sent to the transport layer via inetAPI, which is an inter‐
face between the application layer and the transport layer 
that puts the inputs received from the dMPSC and the cur‐
rentTime of the ith DG in voltage, current, and createdTime 
fields of IP packets to be broadcasted to other DGs. When 
the packet has been received by inetAPI of the ith DG, δV p

oi 
and δI p

Li are received, and τ ij is extracted from (13); then 
they are sent to the recoveryUnit. τ ij is the time delay of the 
communication network experienced by the IP packet that has 
been sent from the ith DG to the jth DG, which is calculated as:

τ ij = tcurDGj
- tcreDGi (14)

where tcurDGj
 is the current time of the jth DG; and tcreDGi

 is 

the created time of the ith DG.
The recoveryUnit is a unit for compensating the communi‐

cation disorders that at each sample time must provide the 
required input values for the dMPSC module under any cir‐
cumstances. The recoveryUnit consists of two tables to store 
the previous N values of voltage and current of other DGs. 
For example, a row of the voltage table of the ith DG in re‐
coveryUnit is shown in Fig. 3, where the voltage values of 
the jth DG are stored.

Whenever a packet is received, its voltage value is placed 
in position n - q according to (15). On the other hand, at the 
nth sampling time, if position n has a value, its value will be 
sent to the dMPSC module; otherwise, the value of position 
n will be predicted by regression and then sent to this module.

q =
ì
í
î

ïïïï

ïïïï

0                              τ <Dmin

é
ë
êêêê ù

û
úúúú

τ -Dmin

N
+ 1      τ >Dmin

(15)

where Dmin is the minimum time delay which is considered 
based on communication instruction and network topology; 
and N is the size of the stored data, which depends on the 

δVoi
p
n�N n�q n�2 n�1 n… …

Fig. 3.　A row of voltage table of the ith DG in recoveryUnit.
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communication network quality so that in more unreliable 
networks, the larger value of N may be suitable.

Due to the focus on the fast response performance of the 
system in sudden changes, a nonlinear exponential function 
is used for regression as:

X̄ (x)= aebx + ξ (16)

where ξ is independent normal with constant variance. The 
nonlinear regression can be moved to a linear domain by ap‐
plying the log function:

ln X̄ (x)= ln a + bx (17)

The goal is to find parameters a and b so that the mean-
square error (MSE) is minimized, which is formulated as:

MSE =
1
N∑k = 0

N

(ln X (k)- ln X̄ (k))2 (18)

To minimize the MSE, the reduced gradient is used which 
is derived in Algorithm 1, where α β, and t are selected to 
be 0.01, 0.5, and 1, respectively; Dx is the learning rate and 
Dx =[0.00010.0001]T; and the initial values of model parame‐
ters are x =[00]T.

Due to the high importance of fast dynamic response in 
this paper, a user datagram protocol (UDP) is provided in 
the transport layer. The values of voltage, current, and creat‐
edTime are sent in 4-byte float format so the packet size of 
64-byte is quite enough for UDP. IPv4 protocol is also used 
in the network layer and various protocols can be supported 
by the data link layer. Here, the IEEE 802.11 (WiFi) stan‐
dard is selected for the data link layer, which is one of the 
most suitable options for the secondary control due to its 
low start-up cost, easy configuration and scalability, cover‐
age distance (up to 100 m), and link rate (2 Mbit/s to 2.4 
Gbit/s) [31]. Moreover, in the proposed method by selecting 

the IEEE 802.11 (WiFi) standard, the network will not enter 
into the heavy traffic. Traffic intensity is measured as Lσ R, 
where L is the packet size; σ is the input average rate that is 
proportional to switching frequency fs; and R is the data link 
bandwidth.

IV. SIMULATION RESULTS

In order to show the effectiveness of the proposed meth‐
od, an islanded DC MG consisting of six DGs is considered. 
Each DG is driven by a DC/DC boost converter which sup‐
plies a common CPL, as shown in Fig. 4. The HMPC with 
the discrete augmented automatic model is simulated by us‐
ing the fixed-step solver with sampling time Ts = 0.8 ms. The 
MG model, control, and distribution network parameters can 
be obtained from Table I.

Three different case studies have been provided to present 
the simulation results and verify the fast dynamic response 
of the proposed method. It is assumed that the first and sec‐
ond case studies have been investigated by considering an 
ideal communication topology, which means that the DC 
MG is considered without communication time delay be‐
tween DGs, unlimited bandwidth, and zero bit-error rate. In 
addition, in the third case study, to confirm the effectiveness 

and robustness of the performance of the proposed method, 
four different non-idealist communication networks with a 
variety of random delay and packet loss are evaluated and 
compared with ideal communication. The size of the stored 
data N and Dmin are selected to be 10 and 8 ms, respectively. 
Simulation results demonstrate the robustness and effective‐
ness of the proposed method with a fast dynamic response 
and without steady-state error.

Algorithm 1: reduced gradient

Require: αÎ(00.5), βÎ(01), tDx =[Dx1Dx2 ]T and x =[x1x2 ]T

Ensure: model parameters x
Initialize parameters α β t Dx, and x
Initialize convergence innerTag = outerTag = False
while outerTag = False do
  Compute x1 =Ñx1

f (x1x2 ) and x2 =Ñx2
f (x1x2 )

  while innerTag = False do
   if f (x1 +Dx1x2 +Dx2 )> f (x1x2 )+ αtÑf (x1x2 )TDx then
   innerTag = True
   end if
  Update variable t = βt
  end while
  Update variable x = x + tDx
  if convergence condition holds then
   outerTag = True
  end if
end while
Return x
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A. Comparison with Droop Control Under Load Change

In this case study, the current sharing test is conducted. In 
order to verify the proposed method, the system is consid‐
ered with an ideal communication topology. The perfor‐
mance of the proposed method under load change has been 
demonstrated in Fig. 5. In Stage 1, when t < 2 s, only the PC 
is activated and an additional CPL (PCPL1 = 300 W) is at‐
tached to global load in common DC bus at t = 1 s (power 
load increases from PCPL = 900 W to PCPL = 1200 W). In 
Stage 2, when t ³ 2 s, the proposed method begins to work. 
Voltage deviation is shown at t = 1 s when the output power 
of CPL is suddenly changed. In this stage, due to the droop 
characteristic of the primary control, each voltage amplitude 
experiences a different deviation at most about 2.5 V, as 
shown in Fig. 5(c). At t ³ 2 s, the output voltage recovers to 
the rated value of 200 V for each DG unit at the same time un‐
der the proposed method, which can be successfully regulated 
and effectively restrain the voltage droop with fast response 
time and without only overshoot of the voltage, as shown in 
Fig. 5(a). After activating the proposed method, load change 
has been considered so that a CPL with PCPL2 = 230 W is con‐

nected at t = 3.5 s, then PCPL2 is disconnected from the grid at 
t = 4.5 s. As can be observed, the proposed method recovers 
the current amplitude correctly after changing the load, and 
the voltage stability remains satisfactory.

In Fig. 5(b), current sharing has been illustrated in the 
DGs for each stage. It shows that current can be shared suffi‐
ciently between DGs according to the set ratios of the power 
of DGs, even before activating the proposed method by 
means of droop control, the currents recover stably when the 
CPL is changed at t = 1 s, t = 3.5 s, and t = 4.5 s. Although 
the primary droop control is sufficient to share the current 
accurately, voltage regulation is provided inaccurately and is 
associated with a voltage deviation. As a result, the DC bus 
voltage stays at around 197.2 V instead of the nominal value 
(200 V). However, after activating the proposed method, it is 
able to supply the appropriate voltage quickly while main‐
taining the proper current sharing under frequent load chang‐
es.

B. Comparison Under PnP Capability and Communication 
Link Failure

The PnP scalability and capability as well as resiliency 
against communication link failure, which leads to the com‐
munication topology change, are studied in this case. Both 
primary droop control and the proposed method are in opera‐
tion from the beginning, and the MG topology is shown in 
Fig. 6(a). It is assumed that DG3 is plugged off from the sys‐

TABLE I
ELECTRICAL AND CONTROL PARAMETERS

Parameter type

Electrical 
parameters

Primary 
control 

parameters

Secondary 
control 

parameters

Parameter

Input voltage

Voltage reference

Current reference of the ith DG 
(i = 135)

Current reference of the ith DG 
(i = 246)

Power load

Inductor of the ith converter

Capacitor of the ith converter

Resistance of the ith converter

Line resistance

Current control

Voltage control

Droop gain of the ith DG (i =
135)

Droop gain of the ith DG (i =
246)

Sampling time

Weighting coefficient of the ith 
DG (i = 12...6)

Weighting coefficient of the ith 
DG (i = 135)

Weighting coefficient of the ith 
DG (i = 246)

Prediction horizon

Control horizon

Weighting factor

Symbol

Vsi

V *
dc

Ioiref

Ioiref

PCPL

Li

Coi

RLi

RLine1, RLine3 
RLine5 

RLine2, RLine4 
RLine6 

KPIi

KIIi

KPVi

KIVi

Rdi

Rdi

Ts

α1

α2

β2

β1

β1

Np

Nu

γ

Value

150 V

200 V

1 A

0.5 A

900 W

10 mH

7 mF

0.1

0.2

0.4

0.5

0.0002

0.5
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2

4

0.8 ms
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Fig. 5.　 Performance of proposed method under load change. (a) Output 
voltage. (b) Output current. (c) Secondary control signal.
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tem at t = 1.5 s and plugged on at t = 2.5 s, respectively. The 
DC MG topology is transformed as shown in Fig. 6(b).

Figure 7 illustrates the dynamic response of DGs due to 
this PnP operation.

As can be observed, when DG3 is disconnected and re-
connected, the current can be shared quickly as desired 
among the DG units. Moreover, regardless of the connection 
and disconnection, the DC bus voltage can be well main‐
tained at the nominal value. To further evaluate the effective‐
ness of the proposed method, the accuracy of the controller, 
and the robustness and capability against disconnection/con‐
nection of DGs and topology change, in the following text, 
it is assumed that DG4 is detached from the MG topology at 

t = 4 s and is reconnected at t = 5 s, so that all the communi‐
cation links between DG4 and its neighbors are connected 
and disconnected at the same time. With the DG4 plugged 
off and the disconnection of communication links between 
DG4 and its neighbors, the MG topology becomes that in 
Fig. 6(c). Figure 7 demonstrates the dynamic responses, 
where the proposed method still drives the steady-state volt‐
age regulation to the nominal values and keeps accurate cur‐
rent sharing with satisfied performance during and after the 
PnP operation and link failure. This illustrates that the pro‐
posed method is able to accommodate despite the uncertain‐
ties in the MG topology, causing only slight transients.

C. Comparison Under Random Delay and Packet Loss

In this case, a comparative simulation case is provided to 
verify the robustness of the proposed method under the ef‐
fects of communication disorders. In this regard, the applica‐
tion layer of the standardHost compound module of the IN‐
ET framework is developed.

Each packet experiences different latencies in each node 
that are randomly generated according to a Gaussian distribu‐
tion N(μσ). This is exactly what happens in the real world 
for the packets. Although the time delays of communication 
technologies used in MGs have been reported to be less than 
100 ms [35], in this paper, the average random time delay 
experienced by the packets in each node of low and high 
time delay networks is considered 12 ms and 25 ms, respec‐
tively, so the maximum time delays of these networks are 72 
ms and 150 ms on average, respectively. Also, for the packet 
loss simulation, the packets are dropped by an average per‐
centage. Despite it is reported that the packet losses for 
IEEE 802.11 in real world are varying between 5% and 45% 
[36], the selected packet losses are 20% and 50% for low 
and high packet loss networks, respectively.

Furthermore, in this case, the same stages are assumed as 
in case study 2. Figure 8 demonstrates the impact of random 
time delays and packet losses based on the proposed DSC 
by considering four different non-ideal communication net‐
works compared with the ideal communication network. To 
confirm the performance of the proposed method, it is com‐
pared with conventional MPC under the same conditions. As 
observed in Fig. 8, the performance of the proposed method 
under low random time delay and packet loss is closer to the 
ideal communication network. While increasing time delay 
and packet loss makes it more difficult; however, the proposed 
method is able to reach the desired value with small fluctua‐
tion and steady-state error. In comparison with the convention‐
al MPC, it is stated that the system performance reaches a new 
steady-state condition more slowly (about 0.4 s); in addition, it 
has large steady-state error and fluctuation in all case studies. 

Moreover, it is observed that the system with conventional 
MPC is unstable under high time delay and packet loss with 
network types in Fig. 8(g) and 8(h). In contrast, the system us‐
ing the proposed method under this case study can reach the 
steady state very quickly only after 0.05 s with a small fluctua‐
tion. Furthermore, the network types in Fig. 8(i) and 8(j) show 
the delay margin of the proposed method in which the system 
has been unstable under long time delay and packet loss.
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V. CONCLUSION

In this paper, an optimal distributed hybrid model predic‐
tive secondary control method is presented to achieve fast 
voltage restoration and accurate power-sharing among DGs 
in islanded DC MGs. The proposed method has been evaluat‐
ed to ensure desirable power-sharing, voltage regulation of 
DC buses, system scalability, and robustness to communica‐
tion disorders. In this regard, the impact of random delay 
and packet loss has been assessed using a mixed simulation 

based on MATLAB and OMNET++. The studied DC MG is 
implemented by developing the application layer of the stan‐
dardHost compound module of the INET framework. The re‐
coveryUnit is implemented as a simple module in the appli‐
cation layer. In this unit, the predicted values of the HMPC 
are stored and the lost or delayed data are restored using the 
nonlinear regression method. The proposed method demon‐
strates how to extend the possibility of simultaneous stimula‐
tion of dynamic power system events and communication 
systems with the fast dynamic response using OMNET++ 
network simulator and C++ codes generated by MATLAB. 
The simulation results have confirmed the satisfactory perfor‐
mance of the proposed method.

APPENDIX A 

Data

link

layer

Net-

work

layer

Trans-

port

layer

Appli-

cation

layer

status

mobility

interfaceTable

energyStorage

energyManagement

energyGenerator

apRecorder[numPcapRecorders]

recoveryUnit

cppGeneratedCodes

dMPSC

inetAPI

distributedGeneration

ppp[sizeof(pppg)]ppp[sizeof(pppg)]

ipv4ipv4

udpudp

eth[sizeof(ethg)] lo[numLoInterfaces] wlan[numWlanInterfaces]

Fig. A1.　Snapshot from OMNET++ of proposed method for the ith DG.
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