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Abstract——Accurate prediction of the state-of-charge (SOC) of 
battery energy storage system (BESS) is critical for its safety 
and lifespan in electric vehicles. To overcome the imbalance of 
existing methods between multi-scale feature fusion and global 
feature extraction, this paper introduces a novel multi-scale fu‐
sion (MSF) model based on gated recurrent unit (GRU), which 
is specifically designed for complex multi-step SOC prediction 
in practical BESSs. Pearson correlation analysis is first em‐
ployed to identify SOC-related parameters. These parameters 
are then input into a multi-layer GRU for point-wise feature ex‐
traction. Concurrently, the parameters undergo patching before 
entering a dual-stage multi-layer GRU, thus enabling the model 
to capture nuanced information across varying time intervals. 
Ultimately, by means of adaptive weight fusion and a fully con‐
nected network, multi-step SOC predictions are rendered. Fol‐
lowing extensive validation over multiple days, it is illustrated 
that the proposed model achieves an absolute error of less than 
1.5% in real-time SOC prediction.

Index Terms——Electric vehicle, battery energy storage system 
(BESS), state-of-charge (SOC) prediction, gated recurrent unit 
(GRU), multi-scale fusion (MSF).

NOMENCLATURE

 Hadamard product operator
σ(×) Sigmoid function

ω1ω2 Learnable weight parameters
br Learnable bias parameter of reset gate in gat‐

ed recurrent unit (GRU)
bz Learnable bias parameter of update gate in 

GRU

bh Learnable bias parameter of candidate hidden 
state in GRU

C Number of features in input information

ht - 1 Previous hidden state of a GRU

h͂t Candidate hidden state of a GRU

L Length of input information

n Number of samples

N Number of input information patches

Pi, P̂i Actual and predicted values

P Length of a patch

rd Pearson correlation coefficient for driving

rp Pearson correlation coefficient for parked-
charging

rt Reset gate of a GRU

S Length of non-overlapping region between 
two consecutive patches

t Time spot

Wxr, Whr Learnable weight parameters of reset gate in 
GRU

Wxz, Whz Learnable weight parameters of update gate in 
GRU

Wxh, Whh Learnable weight parameters of candidate hid‐
den state in GRU

xt Input of a GRU

X (Explanatory) information

Xp Output after applying patching to X
Y1 Y2 Xh Outputs of a multi-layer GRU

Xi Yi Values of the ith datapoint

X̄ Ȳ Sample means of variables X and Y

zt Update gate of a GRU

I. INTRODUCTION 

WITH the increasing global concern for environmental 
protection and sustainable development, electric vehi‐

cles (EVs) have become increasingly important in the energy 
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sector [1] - [3]. Battery energy storage systems (BESSs) are 
core components in EVs that are essential for providing sus‐
tained power and reducing emissions. Thus, state-of-charge 
(SOC) prediction for lithium-ion batteries (LIBs), known for 
their fast charging, long life, and high energy density, has 
been widely studied [4]-[6]. The SOC of a BESS, which is 
monitored by a battery management system (BMS), is cru‐
cial for safe operation and risk prevention. Due to a variety 
of operational environments, accurate SOC prediction for 
LIBs remains challenging. SOC prediction methods general‐
ly fall into three categories: definition-based, model-based, 
and data-driven [7]-[11].

1) Definition-based methods. Definition-based methods 
for SOC prediction primarily encompass open circuit voltage 
(OCV) and ampere-hour integration methods, among which 
OCV methods are extensively utilized due to their accuracy 
[12] - [14]. Reference [15] showed that using an incremental 
OCV-based test improves SOC tracking accuracy under vary‐
ing temperatures. Reference [16] further enhanced the esti‐
mation accuracy by incorporating a temperature model and 
an OCV-SOC table. Reference [17] applied recursive least 
squares and an adaptive extended Kalman filter based on 
Thevenin’s model for precise SOC prediction, and they 
achieved robust noise resistance [17]. The ampere-hour inte‐
gration method is commonly used for SOC estimation. How‐
ever, it assumes a constant battery capacity and disregards 
the actual capacity fluctuations derived from varying usage 
and environmental conditions, which lead to estimation inac‐
curacies. To address this issue, [18] introduced an enhanced 
ampere-hour integration technique based on long short-term 
memory (LSTM) to reduce SOC estimation errors. And [19] 
considered factors such as temperature and aging in the new 
algorithm to improve precision.

2) Model-based methods. Model-based methods for SOC 
prediction mainly include filtering and equivalent circuit 
method (ECM) [20]-[22]. To address cumulative errors in tra‐
ditional SOC estimation, [23] effectively mitigated estima‐
tion errors derived from Gaussian noise using an LIB Theve‐
nin’s model and an extended Kalman filtering (EKF) algo‐
rithm [23]. Reference [24] combined adaptive forgetting fac‐
tor least-squares online identification with unscented Kalman 
filtering to enhance the accuracy of SOC estimation based 
on the ECM. Battery ECMs are also widely used in BMSs 
because of their ease of implementation. In general, ECM pa‐
rameters vary with operating conditions; therefore, handling 
the dependence of parameters greatly affects the accuracy of 
the ECM over a wide operating range. Reference [25] allevi‐
ated the difficulty in specifying the parameter-functional 
SOC dependence of model parameters by converting the 
SOC-dependent ECM into a linear parameter variation input-
output model, and proposed a nonparametric sparse Gauss‐
ian process regression (GPR) method [25]. Reference [26] 
achieved high SOC prediction accuracy by combining the 
ECM with an adaptive untraceable Kalman filter (AUKF) 
[26]. Model-based methods have the advantages of stability 
and high accuracy, but their complex model parameters 
make the prediction difficult.

3) Data-driven methods. Data-driven methods for SOC es‐
timation encompass machine learning and neural networks 
[27]-[29], which have been applied extensively to create ad‐
vanced SOC prediction methods without requiring additional 
details about battery chemistry, internal properties, or extra 
filters. Reference [30] demonstrated the outstanding perfor‐
mance of optimized machine-learning techniques for enhanc‐
ing battery SOC prediction. Reference [31] introduced an 
adaptive SOC prediction method based on GPR, directly 
mapping battery parameters such as voltage, capacity, and 
temperature to the corresponding models. Low error rates 
were demonstrated with various types of batteries at 25 °C 
[31]. In addition to machine-learning methods, many studies 
have been conducted on neural-network-based SOC predic‐
tion methods. Reference [32] proposed an LSTM-based 
multi-step SOC prediction method that utilized actual vehi‐
cle data while accounting for weather and driver behaviors 
as influential factors [32]. Similarly, [33] proposed a novel 
multi-step SOC prediction method for real-world BESS by 
employing a gated recurrent unit (GRU) [33]. However, 
when deep learning techniques such as LSTM and GRU are 
employed for direct prediction, the predictive performance 
may exhibit limitations in capturing long-term dependency 
relationships.

The existing literature shows that although SOC predic‐
tion has been extensively studied, studies still remain limit‐
ed. In addition, most existing works rely on laboratory condi‐
tions, leaving a gap in studies based on real-world EV data. 
Whereas some existing studies including [34] - [37] share 
methodological similarities with this paper, they exhibit an 
imbalance between multi-scale feature fusion and global in‐
formation extraction from complex data. In response, this pa‐
per proposes an innovative model that utilizes multi-layer 
GRUs for multi-scale fusion, and it is specifically designed 
for SOC prediction. The innovation of this paper has promis‐
ing implications in SOC prediction for real-world EVs. The 
contributions of this paper are summarized as follows.

1) To address the complexities of real-world BESSs, we 
introduce a novel multi-step SOC prediction model that le‐
verages a GRU. The robustness and effectiveness of the pro‐
posed model in predicting the SOC are empirically validated 
through an exhaustive evaluation on a real-world driving datas‐
et.

2) The proposed model captures multi-scale features by 
amalgamating a dual-stage patch GRU with a conventional 
GRU. It not only excels in identifying local characteristics 
but also enhances the model’s ability to grasp long-term con‐
textual nuances, leading to significant improvements in SOC 
prediction accuracy.

3) By leveraging learnable weights to fuse features at two 
levels, the model autonomously adjusts the significance of 
each feature based on the data. This not only enhances the 
prediction accuracy but also bolsters the robustness of the 
model.

The remainder of this paper is organized as follows. Sec‐
tion II describes the data and preprocessing. Section III intro‐
duces the methodology for SOC prediction. Section IV pres‐
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ents case studies. Section V concludes this paper.

II. DATA DESCRIPTION AND PREPROCESSING 

A. Data Description

The dataset utilized in this paper consists of driving data 
from an EV collected from January to March with 10 s sam‐
pling intervals. The raw data encompass various attributes 
such as timestamps, charging modes, and driving status. In 
this paper, we initially select 15 data attributes for compre‐
hensive data representation. Table I lists the detailed specifi‐
cations of the selected attributes.

B. Data Preprocessing

In real-world BESSs, the parameters often engage in intri‐
cate nonlinear interactions, adding layers of complexity to 
the task of delineating the relationships between these param‐
eters and the SOC of BESSs. To navigate this intricate land‐
scape, a series of systematic steps are implemented to fine-
tune the data analysis, as illustrated in Fig. 1. Initially, irrele‐
vant data are filtered out from the original data. Then, data 
cleansing is performed to ensure data quality and consisten‐
cy. Under both driving and parked-charging conditions, Pear‐
son correlation analyses are conducted, revealing parameters 
directly linked to SOC changes including total current, total 
voltage, the maximum and minimum cell voltages, and the 
maximum and minimum temperatures. Finally, based on 
these key parameters, a new dataset is constructed using a 
sliding-window method. The dataset encompasses the data 
from January to February and is allocated to the training, 
testing, and validation sets at a ratio of 6:2:2. This prepro‐
cessing aims to enhance the understanding of nonlinear inter‐
actions in BESSs, thereby improving the accuracy of the 
SOC prediction model.

III. METHODOLOGY

A. GRU

A GRU [38] is a specialized form of recurrent neural net‐
work architecture designed to tackle the vanishing gradient 
problem and to model sequential data more effectively. To 
achieve these, the GRU integrates gating mechanisms that al‐
low for enhanced learning of both short- and long-term se‐
quence dependencies.

The core of the GRU architecture lies in its two gating 
mechanisms, i.e., reset and update gates. These mechanisms 
enable the GRU to manage information flow and control the 
balance between retaining past information and integrating 
new inputs during sequence processing. Figure 2 illustrates 
the structure of a multi-layer GRU and internal structure of 
a GRU cell.

The reset gate rt determines the extent to which the previ‐
ous hidden state must be reset, while the current input is pro‐
cessed. rt is calculated as:
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Fig. 2.　Structure of a multi-layer GRU and internal structure of a GRU 
cell.

TABLE I
DETAILED SPECIFICATIONS OF SELECTED ATTRIBUTES

Parameter

Time

Vehicle status

Charging status

Mileage

Speed

Total voltage

Total current

DC-DC status

Gear

Insulation resistance

The maximum cell voltage

The minimum cell voltage

The maximum temperature

The minimum temperature

SOC

Description

Data collection time with 10 s sampling 
intervals

1: driving; 2: parking

1: charging; 3: not charging; 4: fully 
charged

35051-100335 km

0-135 km/h

315-410 V

−210-335 A

1: operation; 2: disconnection

8-bit binary number

0-60000 kΩ

3.3-4.3 V

3.2-4.3 V

0-42 ℃

−2-41 ℃

0-100%

Training set Validation set Testing set

Training window Prediction window

1 2 3 4 5 6 7 360 368361 362 363 364 365 366 367� �

1 2 3 4 5 6 7 360 368361 362 363 364 365 366 367� �

Original

data

Operation data of real-world EV

Initial parameter filtering and data cleansing

Optimization

parameters

Pearson correlation analysis: driving and parking

Total current, total voltage, the maximum cell voltage, the
minimum cell voltage, the maximum temperature,

and the minimum temperature

Sliding

slice
1 2 3 4 5 6 7 360�

7 360 361 362 363 364 365 366�

Fig. 1.　Procedure for data preprocessing. 
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rt = σ(Wxr xt +Whrht - 1 + br ) (1)

The update gate zt governs the degree to which a new in‐
put affects the updated hidden state. The calculations are as 
follows:

zt = σ(Wxz xt +Whzht - 1 + bz ) (2)

h͂t = tanh(Wxh xt +Whh (rtht - 1 )+ bh ) (3)

ht = ztht - 1 + (1 - zt )h͂t (4)

B. Framework of Multi-scale Fusion Gated Recurrent Unit 
(MSFGRU)

The MSFGRU is a carefully engineered neural network ar‐
chitecture primarily aimed at boosting the predictive accura‐
cy of the SOC of a BESS by improving its sequential model‐
ing capabilities. To achieve this goal, the proposed architec‐
ture combines several key components and techniques.

1) Multi-layer GRU. Within the multi-layer GRU, each 
GRU layer independently extracts and learns features at its 
designated level and subsequently transmits these abstracted 
features to the subsequent layer. The lower layers are fo‐
cused predominantly on capturing fundamental patterns, 
whereas the deeper layers are adept at discerning complex 
phenomena. This hierarchical feature-extraction mechanism 
provides a comprehensive understanding of the data. The cas‐
caded architecture of a multi-layer GRU not only augments 
the model’s capacity for feature extraction and data model‐
ing but also facilitates a profound comprehension of the com‐
plex patterns and inherent interrelations present within the 
time-series data.

2) Patching. Extracting a specific semantic context is criti‐
cal when analyzing correlations within time-series data. A 
majority of earlier research used only individual input ele‐
ments, whereas recent studies have demonstrated enhanced 
results by adopting a segment-based input method known as 
“patching” [39] - [41]. This novel method involves aggregat‐
ing time steps into subseries-level patches. This process sub‐
stantially enriches immediate contextual comprehension, en‐
abling the capture of comprehensive semantic information 
that is otherwise difficult to obtain when concentrating sole‐
ly on isolated data points. The patching process generates a 
new sequence consisting of patches with a total length of N, 
where N = ë û(L -P)/S + 1, and ë û×  represents the floor func‐
tion.

3) Multi-scale method. Within the framework of MSF‐
GRU, we employ a sophisticated multi-scale method that 
handles input data across multiple layers of granularity. This 
nuanced method enables the model to extract temporal infor‐
mation from both individual data points and aggregated seg‐
ments. Consequently, the model captures both short- and 
long-term dependencies inherent in the sequences.

4) Adaptive fusion method. We employ an adaptive fusion 
method that skillfully combines data from various scales to 
provide a comprehensive representation of an input se‐
quence. This fusion process is dynamic and regulated by two 
learnable weight parameters, ω1 and ω2. This feature enhanc‐
es the ability of the network to capture intricate temporal rela‐
tionships, thereby boosting the overall accuracy of the model.

The proposed model takes as input a tensor XÎRL ´C, 
where L = 360 denotes the length of the input sequence and 
C = 6 is the number of feature dimensions. Initially, X is fed 
into a multi-layer GRU, yielding a feature vector denoted by 
Y1ÎR1 ´H. In this context, H = 128 specifies the number of 
hidden units within the GRU. Simultaneously, we subject X 
to a patching operation that generates a new segmented se‐
quence represented as XpÎRN ´P ´C. Here, P = 60 is the 
length of each segment, N = ë û(L -P)/S + 1 = ë û(360 - 60)/6 +
1 = 51 indicates the total number of patches, and S = 6 is the 
non-overlapping region between two consecutive patches. 
Subsequently, Xp is processed through another multi-layer 
GRU, generating a feature vector labeled XhÎRN ´H. Next, 
this new feature vector Xh is treated as a novel sequence 
and is fed into yet another multi-layer GRU, resulting in fea‐
ture vector Y2ÎR1 ´H. Finally, Y1 and Y2 are weighted by 
parameters ω1 and ω2, respectively, and their weighted sums 
produce the final feature representation. This aggregated fea‐
ture representation is then passed through a fully connected 
prediction head to generate the desired SOC sequence. The 
complete learning process is formalized through the follow‐
ing equations.

Y1 =MGRU1 (X) (5)

Xp =Patching(X) (6)

Y2 =MGRU3 (MGRU2 (Xp )) (7)

SOC = Linear(ω1Y1 +ω2Y2 ) (8)

where MGRU1 (×)-MGRU3 (×) are multi-layer GRU networks; 
Patching(×) is a patching operation; and Linear(×) is a fully con‐
nected network. The above MSFGRU structure based on a 
multi-layer GRU is shown in Fig. 3.

IV. CASE STUDY 

A. Evaluation Metrics

The mean squared error (MSE) and mean relative error 
(MRE) are instrumental in assessing the prediction perfor‐
mance of the proposed model, and their respective formulae 
are delineated as:

Input

Relevant parameters

Patching

Linear head

S P

L

SOC

RebuildX Xp

Xh

Multi-layer

GRU

Multi-layer

GRU

Multi-layer

GRU

Patch 1 Patch 3

Patch 2

Patch 5

Patch 4 Patch 6

Y2, ω2Y1, ω1
+

++

Fig. 3.　MSFGRU structure based on a multi-layer GRU.
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MSE =
1
n∑i = 1

n

(Pi - P̂i )
2 (9)

MRE =
1
n∑i = 1

n 1
Pi

|| Pi - P̂i ´ 100% (10)

B. Objective of MSFGRU Optimization

The objective of MSFGRU optimization is to minimize 
the average squared error between the predicted and actual 
sequences, which is expressed as:

min
1
n∑i = 1

n

(Pi - P̂i )
2 (11)

C. Pearson Correlation Analysis

The Pearson correlation coefficient is a statistical measure 
used to assess the strength of the linear relationship between 
two variables, which can be calculated by:

ρXY =
∑
i = 1

n

(Xi - X̄ ) (Yi - Ȳ )

∑
i = 1

n

(Xi - X̄ )2∑
i = 1

n

(Yi - Ȳ )2

(12)

The calculated value falls within the range of -1 to 1, in‐
dicating the strength and direction of the linear connection 
between the two factors. If the value exceeds 0.4, a notice‐
able positive correlation is observed. Therefore, variables 
within this range are selected as relevant variables.

Based on the dataset information on the vehicle status and 
charging conditions, the data can be categorized into two pri‐
mary scenarios: active driving and parked-charging. In this 
paper, Pearson correlation analyses are performed separately 
for these two scenarios, and the results are presented in Ta‐
ble II.

In the active driving scenario, the parameters that exhibit 
significant correlations with the SOC include the total volt‐
age, the maximum cell voltage, the minimum cell voltage, 
the maximum temperature, and the minimum temperature. 
By contrast, in the parked-charging scenario, the total cur‐
rent shows a notable correlation with the SOC. Consequent‐
ly, these observations lead to the identification of the opti‐
mal input variables for the prediction model, including the 
total voltage, the total current, the maximum cell voltage, 

the minimum cell voltage, the maximum temperature, and 
the minimum temperature.

D. Training of MSFGRU

A grid search method has been employed to determine the 
optimal configuration of the MSFGRU. Within this frame‐
work, the parameter combination of {batch size, layers, hid‐
den size, patch length} yielding the minimum average loss 
in the validation set is selected as the optimal solution. Table 
III lists additional details of the hyperparameters and results 
of the grid search method.

To enhance the training efficacy, a dual method of early 
stopping and adaptive learning rate reduction is adopted. As 
Fig. 4 shows, the training period is initially set to be 100 ep‐
ochs. However, with a continuous decline in performance 
over 10 consecutive epochs on the validation set, the train‐
ing is terminated to prevent model overfitting. Concurrently, 
at an initial learning rate of 0.0001, a gradual reduction in 
the learning rate is implemented throughout the training pro‐
cess to ensure effective convergence of the model.

Early stopping

Training loss
Validation loss

0.00225

0.00200

0.00175

0.00150

0.00125

0.00100

0.00075

L
o
ss

0 10 20 30 40
Training epochs

(a)

0.00012

0.00010

0.00008

0.00006

0.00004

0.00002

L
ea

rn
in

g
 r

at
e

0 10 20 30 40
Training epochs

(b)

Fig. 4.　 Early stopping and adaptive learning rate reduction. (a) Training 
and validation losses. (b) Learning rate.

TABLE II
PEARSON COEFFICIENTS BETWEEN VARIABLES AND SOC

Feature

Time

Vehicle status

Charging status

Mileage

Speed

Total voltage

Total current

rd

NAN

NAN

NAN

-0.049

-0.077

0.980

-0.015

rp

NAN

NAN

NAN

-0.045

NAN

0.980

0.500

Feature

DC-DC status

Gear

Insulation resistance

The maximum cell 
voltage

The minimum cell 
voltage

The maximum tem‐
perature

The minimum tem‐
perature

rd

NAN

0.026

0.022

0.980

0.970

0.510

0.480

rp

NAN

NAN

0.017

0.980

0.980

0.490

0.490

TABLE III
HYPERPARAMETERS AND RESULTS OF GRID SEARCH METHOD

Hyperparameter

Epoch

Learning rate

Batch size

Layer

Hidden size

Patch length

Parameter value

Initial number is 100

Initial value is 0.0001

[32, 64, 128, 256]

[1, 2, 3, 4, 5]

[64, 128, 256, 512]

[12, 24, 36, 48, 60, 72]

Determination

Early stopping

Exponential decay

64

4

128

60
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E. Comparison with Test Set

For a rigorous assessment of the efficacy of the proposed 
MSFGRU model, we benchmark it against the well-estab‐
lished baseline models such as linear regression (LR), 
LSTM [32], GRU with dropout [33], Transformer [42], and 
PatchTST [40]. As Table IV illustrates, LR exhibits the least 
favorable performance in the prediction tasks, followed by 
LSTM. These two models underperform when dealing with 
data characterized by high dynamism and complexity. By 
contrast, GRU demonstrates superior predictive performance. 
However, whereas Transformer and PatchTST underperform 
as compared with the GRU in short-term prediction, their 
performance progressively improves with the extension of 
the prediction horizon, eventually matching or surpassing 
that of the GRU. This enhancement is primarily attributed to 
the self-attention mechanisms that proficiently address long-
term dependencies. The proposed MSFGRU model achieves 
an average improvement of 16% in MSE and 5% in MRE as 
compared with the best-performing baseline model. In addi‐
tion, as Fig. 5 shows, the model consistently maintains an 
absolute error of less than 1.5% for 1 min predictions.

Selected results from the baseline experiments are ob‐
tained, with a particular focus on two scenarios: parked-
charging, and post-charging driving. As shown in Figs. 5 
and 6, in the parked-charging phase, the proposed MSFGRU 
and conventional GRU both exhibit exceptional performanc‐
es, maintaining an absolute error of approximately 1%. By 
contrast, the LR, LSTM, Transformer, and PatchTST display 
significantly higher absolute errors. During the transition to 
the post-charging driving phase, the absolute error for the 
GRU increases significantly, whereas that for the MSFGRU 
experiences only a slight increase. This further confirms the 
distinct advantage of the MSFGRU in maintaining high sta‐
bility under varying operational conditions.

Under various real-world driving conditions, the pro‐
posed model notably outperforms other baseline models 
chiefly due to its multi-scale input and adaptive fusion 
mechanisms. First, the proposed model utilizes a standard 
GRU to capture short-term dependencies while concurrent‐
ly employing a two-stage GRU with patching operations 
to effectively grasp long-term dependencies. This method, 
which integrates both short-term and long-term dependen‐
cies, endows the model with a more comprehensive in‐
sight into the data. Second, the adaptive fusion mecha‐
nism enables the proposed model to dynamically adjust 
the weights assigned to short- and long-term dependen‐
cies, allowing it to adapt to different driving scenarios. 
Finally, the proposed model incorporates a bidirectional 
Kalman filter to smooth the output results, further enhanc‐
ing its prediction accuracy and stability.

F. Ablation Experiments

To corroborate the effectiveness and necessity of each in‐
dividual component within the MSFGRU, we have conduct‐
ed additional ablation experiments, the results of which are 
shown in Table V. We label the individual multi-layer GRU 
as Module I and the patching GRU as Module P, with learn‐
able weights denoted by W. Here, K signifies the bidirection‐
al Kalman filter used for output smoothing. It is noted that 
when I and P are not used simultaneously, W becomes ineffec‐
tive; when I and P take effect while W remains inactive, ω1 =
ω2 = 0.5. From Table V, the following remarks are obtained.

1) In contrast to the traditional GRU, which relies solely 
on point-wise operations, the enhanced GRU, which utilizes 
patching operations, exhibits remarkable proficiency. It cap‐
tures both short- and long-term dependencies embedded in 
the data more effectively. This augmentation significantly im‐
proves the overall performance of the proposed model.

2) By combining the features gathered from both traditional 
point-wise operations and advanced patching techniques, we 
enhance the ability to predict the SOC of a BESS accurately. 
In addition, our method outperforms basic weighted averaging 
by capturing complex inter-feature relationships, thereby im‐
proving the overall accuracy of SOC prediction.

G. Further Confirmation of Temporal Stability

In the task of predicting the SOC of a BESS for the upcom‐
ing 1-5 min period, the MSFGRU model demonstrates remark‐
able temporal stability. The training, validation, and testing 
phases are conducted using data from January to February.
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Fig. 5.　Performance of MSFGRU: 1 min predictions on test dataset.

TABLE IV
TEST PERFORMANCE OF MSFGRU COMPARED WITH BASELINE MODELS

Model

LR

LSTM

GRU

Transformer

PatchTST

MSFGRU

Error type

MRE

MSE

MRE

MSE

MRE

MSE

MRE

MSE

MRE

MSE

MRE

MSE

Performance with different lead steps (%)

1 min

0.628

0.318

0.567

0.225

0.523

0.223

0.544

0.232

0.539

0.229

0.496

0.181

2 min

0.647

0.339

0.596

0.263

0.551

0.240

0.565

0.246

0.552

0.238

0.521

0.196

3 min

0.673

0.367

0.613

0.282

0.577

0.266

0.578

0.260

0.569

0.254

0.548

0.221

5 min

0.741

0.456

0.666

0.349

0.625

0.328

0.635

0.330

0.623

0.322

0.606

0.294
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To further validate the temporal robustness of the pro‐
posed model, supplemental tests are executed over nine non‐
consecutive days in March, when the data are relatively com‐
plete. The performance results are presented in Table VI.

Figure 7 further elucidates the performance of the MSF‐
GRU in predicting SOC for the next 1 min interval, with all 
observed absolute errors falling within a 1.5% margin. This 
not only robustly validates the inherent temporal stability of 
the proposed model but also underscores its capacity for 
high-accuracy SOC prediction across different time frames 
in the future.

H. Effects of Hyperparameters

The results vary with adjustments to the optimized hyper‐
parameters. Based on the optimal solution determined 
through a grid search, we individually analyze the effect of 
each hyperparameter, as shown in Fig. 8.

1) Batch size. To utilize computational resources efficient‐
ly and to accelerate the training process, a large dataset is 
segmented into smaller batches. The optimal batch size is de‐
termined through a grid search considering the conventional 
range of {32, 64, 128, 256}. As Fig. 8(a) shows, the model 
performs optimally under a batch size of 64. We should note 
that excessively small batches may lead to unstable training 
and slower convergence, whereas excessively large batches 
could increase memory demands and predispose the training 
to converge to local optima.

2) Number of hidden layers. The number of layers signifi‐
cantly affects the ability to discern complex data patterns. 
By conducting a grid search within the range of {1, 2, 3, 4, 
5} layers, we discover that the four-layer structure yields op‐
timal performance, as illustrated in Fig. 8(b). Insufficient lay‐
ers may impede the ability to model intricate relationships, 
whereas an excessive number of layers can increase the risk of 
vanishing gradients and overfitting. An appropriate number of 
layers is crucial for maximizing the efficacy of the model.

TABLE VI
PERFORMANCE TESTED OVER NINE NONCONSECUTIVE DAYS IN MARCH

Lead step (min)

1

2

3

5

MRE (%)

0.569

0.600

0.620

0.653

MSE (%)

0.204

0.222

0.241

0.292
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Fig. 6.　Performance comparison of different models: 1 min predictions on test dataset. (a) LR. (b) LSTM. (c) GRU. (d) Transformer. (e) PatchTST.

TABLE V
ABLATION EXPERIMENT RESULTS FOR MSFGRU

Module

I

√

√
√
√

P

√
√
√
√

W

√
√

K

√

Test set

MRE (%)

0.523

0.529

0.517

0.505

0.496

MSE (%)

0.232

0.225

0.200

0.186

0.181
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3) Number of hidden units. The number of hidden units in 
the GRU significantly affects the model performance and 
training process. Our utilization of the grid search ranges 
from {64, 128, 256, 512}. As Fig. 8(c) shows, the model 
performs optimally with 128 hidden units. Fewer hidden 
units may struggle to capture temporal relationships effec‐
tively, whereas a greater number increases the risk of overfit‐
ting and computational complexity, thereby affecting the pre‐
diction performance.

4) Patching length. To effectively capture local patterns in 
time-series data, the dataset is segmented into overlapping 

fragments. Considering a data collection frequency of six 
times per minute, a non-overlapping region of six data 
points between adjacent segments is established, with the 
minimum segment length set to be 12 data points. During 
the grid search, the range of the segment lengths is set to be 
{12, 24, 36, 48, 60, 72}. As shown in Fig. 8(d), the model 
performed optimally with a segment length of 60 data 
points. Although increasing the segment length generally im‐
proves the predictive performance, excessive overlap beyond 
an optimal length introduces redundancy and consequently 
diminishes the performance.
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Fig. 7.　Performance of MSFGRU in predicting SOC for next 1 min interval. (a) Day 1. (b) Day 2. (c) Day 3. (d) Day 4. (e) Day 5. (f) Day 6. (g) Day 7. 
(h) Day 8. (i) Day 9.
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V. CONCLUSION 

This paper has successfully developed an MSFGRU mod‐
el that is specifically designed to provide accurate prediction 
for the SOC of EV batteries within a time span ranging 
from 1-5 min. By employing Pearson correlation analysis of 

authentic driving data, six key parameters are identified that 
have a positive correlation with the SOC. Feature extraction 
is conducted at both point- and patch-wise levels, and this is 
followed by the adaptive fusion of these features using dy‐
namically adjusted weights. These integrated features are 
subsequently fed into a fully connected network for multi-
step predictions. In further testing conducted over nine com‐
plete days in March, the model consistently shows high accu‐
racy, which confirms its temporal stability. In summary, the 
MSFGRU model excels in terms of temporal stability, gener‐
alization capabilities, and prediction accuracy, making it a 
highly promising tool for future BESSs in EVs and extend‐
ing its potential for broad practical applications.
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