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Partition-based Network Equivalent Method for 
Power System Subsynchronous Oscillation 

Analysis
Chenxuan Wang, Weimin Zheng, Zhen Wang, Yangqing Dan, and Ping Ju

Abstract——Given large-scale modern power systems with pow‐
er electronic converters, the numerical simulation with subsyn‐
chronous oscillation (SSO) faces great challenges in engineering 
practice due to sharply enlarged modeling scale and high com‐
putational burden. To reduce the modeling scale, network parti‐
tion and equivalent becomes a vital technique in numerical sim‐
ulations. Although several methods have been developed for net‐
work equivalent, a generally accepted rule for network parti‐
tion is still required. This paper proposes that the system can 
be partitioned into three parts, i. e., the internal, the middle, 
and the external subsystems, in which the internal subsystem 
consists of all power electronic components, the middle subsys‐
tem includes those selected AC dynamic components with de‐
tailed models, and the remaining components and buses consti‐
tute the external subsystem. The external subsystem is further 
represented by an equivalent RLC network determined by the 
frequency dependent network equivalent (FDNE) method. In 
the proposed method, the observability index and the electrical 
distance index are used to identify the interface between the 
middle and the external subsystems. Case studies based on a 
modified Hydro-Quebec system are used to verify the effective‐
ness of the proposed method.

Index Terms——Electrical distance, network equivalent, subsyn‐
chronous oscillation, observability index.

I. INTRODUCTION 

NOWADAYS, the proliferation of power electronic con‐
verters in modern power systems brings about several 

new types of subsynchronous oscillation (SSO) problems as‐
sociated with the interaction between converter controller 

and the AC power grid, which has aroused great concern 
among industry and academia. The studies of SSO require 
the detailed electromagnetic transient (EMT) models of relat‐
ed components in the system, and then the EMT simulation 
program [1], [2] is adopted to compute and analyze the SSO 
trajectory. However, if each component of the whole system 
is modeled in full details, the computation and modeling for 
SSO studies will be quite burdensome [3]. Hence, it is a 
common practice to partition the whole power grid into sev‐
eral subsystems. Parts of these subsystems are represented 
by detailed models and the EMT dynamics for SSO analysis 
can be fully captured by these models, i.e., the phase-locked 
loop, and the DC voltage and the AC current control loops 
of the power electronic converters should be modeled in de‐
tail [4]. Meanwhile, part of these subsystems can be repre‐
sented by an reduced-order equivalent system, which pre‐
serves the transient characteristics of the original system [5]. 
However, there exist the following two problems to be 
solved.

1) Network partition and interface identification between 
subsystems, which means the location of interface buses be‐
tween different subsystems needs to be identified.

2) Network equivalent representation that has similar elec‐
trical characteristics to the original one.

For the first problem, a type of two-part partition method 
has been widely used in the existing studies, in which the 
whole power system is partitioned into the internal and the 
external subsystems. The internal subsystem usually includes 
the power electronic converters associated with the studied 
SSO phenomenon with their detailed EMT dynamics mod‐
elled [1], whereas the external subsystem is usually com‐
posed of a conventional AC grid represented by an ideal 
voltage source in series with a constant equivalent imped‐
ance, for the purpose of system order reduction [6], [7]. In 
this way, the computational burden of SSO analysis can be 
greatly reduced.

As for the second problem, the following two types of 
methods have been developed: ① the conventional Thevenin 
(or Norton) equivalent which is represented by an ideal volt‐
age source in series with some equivalent impedance [8]; 
and ② the frequency dependent network equivalent (FDNE) 
[9] which is represented by some RLC equivalent circuits. 
The former is easy for implementation, but its equivalent 
scheme is only effective at the fundamental frequency band. 
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In contrast, the equivalent scheme of the latter can maintain 
the original system characteristics in a wide frequency band. 
The zero-pole matching method [7] and the vector-fitting 
(VF) based rational approximation [10] can be attributed to 
this category.

However, there are some problems in the above two-part 
partition method. On the one hand, though the system scale 
is reduced by replacing a large portion of the power system 
by a linear equivalent system, the nonlinear dynamics out‐
side the internal subsystem cannot be presented completely 
[11]. Thus, the simulation accuracy will be affected. On the 
other hand, the network partitioning is mainly based on engi‐
neering judgment, and a generally accepted rule for it is still 
required [12].

In this paper, a three-part partition method is developed in‐
cluding the internal, the middle, and the external subsys‐
tems, and the interfaces among these subsystems are quanti‐
tatively identified. The conventional FDNE method is then 
applied to determine the equivalent RLC network represent‐
ing the external subsystem. The contributions of this paper 
can be summarized as follows.

1) A three-part partition method is proposed for SSO anal‐
ysis, in which the whole system can be partitioned into three 
subsystems to reduce the computational burden.

2) An observability index is introduced to identify the best 
observation bus related to each dominant SSO mode and an 
electrical distance (ED) index is used to quantify the electri‐
cal proximity degrees between any bus in the system and the 
“best observation buses”.

3) A frequency-domain equivalent model based on the 
FDNE method is introduced for network equivalent, in 
which the frequency response characteristic of the target net‐
work within the whole subsynchronous frequency band can 
be retained.

The remainder of this paper is organized as follows. In 
Section II, the network partition and interface identification 
are presented. Section III presents case studies and validates 
the method through a test system, and Section IV summariz‐
es the paper.

II. NETWORK PARTITION AND INTERFACE IDENTIFICATION 

A. Network Partition Framework

The network partition framework is illustrated in Fig. 1.

1) The internal subsystem: this subsystem mainly consists 
of those power electronic converters modelled in details, in‐
cluding the corresponding points of common coupling 
(PCCs), in particular, those having high participation factors 
related to some SSO dynamics should be modeled with ade‐
quate degree of details [3].

2) The middle subsystem: this subsystem is topologically 
directly connected to the internal subsystem, which mainly 
preserves the EMT dynamics of those conventional power 
system components such as synchronous generator and asyn‐
chronous motor. For example, the stator and the rotor tran‐
sient dynamics of synchronous motors and the detailed excit‐
er dynamics should be modelled, while the dynamics of the 
prime mover is ignored or a constant mechanical power can 
be simply used due to its much slower dynamic behav‐
ior [13].

3) The external subsystem: the remaining components and 
buses constitute the external subsystem. Since this subsys‐
tem is not directly connected to the internal subsystem, the 
studied SSO phenomenon within the former has minor effect 
on the latter’s transient behavior, and vice versa [14]. To re‐
duce the system scale, this subsystem is considered to be re‐
placed by an equivalent system, and an FDNE system is ad‐
opted in this paper, which is introduced in Appendix A.

Since the FDNE system can only present the characteris‐
tics of a linear and time-invariant system, the simplification 
of the following dynamic components in this subsystem 
should be accomplished.

1) Each passive dynamic component, e. g., asynchronous 
motor, is represented by a constant impedance model.

2) Each active dynamic component is represented by a 
fundamental frequency voltage source behind a reactance.

The above treatments make the external subsystem a lin‐
ear and time-invariant system [14]. To reduce its order, the 
external subsystem is further represented by an equivalent 
counterpart consisting of several Norton current sources and 
an FDNE system, as illustrated in Fig. 1 [5]. The Norton cur‐
rent source, which connects to each port of the FDNE sys‐
tem, can be easily determined by Norton’s theorem proce‐
dure on the original external subsystem [8]. The admittance 
network is a passive RLC circuit, whose parameters are de‐
termined by those VF methods [10], [15].

1) Interface 1: interface 1 is a kind of the internal subsys‐
tem bus which has a direct connection to the middle subsys‐
tem. In this paper, the group of all the grid-connected buses 
of these converters is regarded as interface 1.

2) Interface 2: interface 2 is a set of middle subsystem 
buses that have a direct connection to the external subsys‐
tem, which will be identified based on the following observ‐
ability index [16] and the ED index.

B. Interface Identification

Since interface 1 can be directly determined by the electri‐
cal topology according to Section II-A, in the following, an 
observability index and the ED index are introduced to deter‐
mine interface 2.
1)　The Best Observation Bus

According to the modal decomposition theory, any output 
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trajectory of transient system after disturbance can be deter‐
mined by SSO modes when the system nonlinearity is ig‐
nored [17]. In other words, if the dominant SSO modes can 
be kept before and after equivalence, the original SSO trajec‐
tory profiles can be maintained. To this regard, the concept 
of mode observability is introduced here so that the domi‐
nant SSO modes can be traced after equivalence.

Supposing that the time-domain trajectory of the ith nodal 
voltage vi (t) excited by the disturbance can be expressed as:

vi (t)»∑
m = 1

M

V m
i exp(λmt) (1)

where i = 12N and N is the total number of buses; λm is 
the mth dominant SSO mode; M is the total number of domi‐
nant SSO modes; and V m

i  is the corresponding voltage mag‐
nitude. The SSO mode observability index θm

i  is firstly de‐
fined in [16], which is used to identify interface 1:

θm
i =

V m
i

∑
k = 1

N

V m
k

(2)

where k represents the corresponding best observation bus in‐
dex in SO, and SO represents the bus index set of all best ob‐
servation buses corresponding to the dominant SSO modes.

The observability index can quantify the participation de‐
gree of the mth dominant SSO mode observed by the ith nod‐
al voltage signal. However, computing θm

i  via (2) by a full-
detailed EMT simulation is not practical, instead, a non-sim‐
ulation index is introduced below.

Considering the nodal admittance matrix Y (s), the follow‐
ing similarity transformation can be applied:

Y (s)=LΛR (3)

where Λ is the diagonal eigenvalue matrix; and L and R are 
the left and right eigenvector matrices, respectively. Accord‐
ing to the definition, Y (λm ) at frequency s = λm is a singular 
matrix, i.e., a zero eigenvalue exists in Λ, which is actually 
a very small value close to zero due to computational error. 
Let rm represent the row index corresponding to the diagonal 
element with the smallest modular value in Λ. According to 
[16], an equivalent θm

i  with (2) can be obtained as:

θm
i = || Lirm

 ∑
k = 1

N

|| Lkrm
(4)

where Lirm
 represents the element of the ith row and r th

m  col‐

umn of the matrix L; and Lkrm
 represents the element of the 

k th row and r th
m  column of the matrix L. The larger the θm

i , 
the more obviously the mth dominant SSO mode can be ob‐
served at bus i [16].

The bus with the largest θm
i  is referred to as the best obser‐

vation bus associated with the mth dominant SSO mode.
2)　ED Index

ED is a widely used index to measure the electrical prox‐
imity and quantify the connection tightness between two bus‐
es in a power system [18]. The ED value dij between bus i 
and bus j is defined as [19]:

dij = | (Zii - Zij )- (Zji - Zjj ) | (5)

where Zii, Zij, Zji, and Zjj are the impedance matrix elements 

between these two buses.
3)　Critical ED (CED)

In this paper, a CED index is used to screen out those bus‐
es in the whole system with tight connection with the “best 
observation bus” of each dominant SSO modes. For each 
kÎ SO, let Zkk represent the kth diagonal element of the nodal 
impedance matrix, whose magnitude is the Thevenin imped‐
ance observed from the bus k, which can be regarded as the 
ED between the bus k and the ground, i.e., the infinite bus. 
The CED value Dk corresponding to bus k can be defined in 
(6), as illustrated in Fig. 2, and the middle and the external 
subsystems can be identified based on (6).

Dk = | Zkk |     kÎ SO (6)

It can be found that Dk and the short circuit ratio (SCR) 
value SCRk at bus k also satisfy the following relationship:

SCRk =
1

|| Zkk

=
1

Dk
(7)

4)　Network Partition Procedure
The complete network partition procedure is explained as 

follows.
Step 1: internal subsystem identification. All converter-in‐

terface-based devices integrated into the grid are classified 
into the internal subsystem devices, which are in the blue re‐
gion shown in Fig. 2. All grid-connected or PCC buses for 
converters are regarded as buses in interface 1.

Step 2: dominant SSO mode evaluation. The dominant 
SSO modes are evaluated by some mode analysis methods, 
e.g., the participation factor method.

Step 3: the best observation bus identification. For each 
dominant SSO mode, calculate the observability index for 
each bus based on (4) and the bus with the maximum value 
of observability index is regarded as the best observation 
bus, as illustrated in Fig. 2, according to which SO is deter‐
mined.

Step 4: ED and CED calculation. According to (5), the 
ED dkj between any bus k ∈ SO and any bus j ∈U in the re‐
maining system (all buses excluding those in the internal 
subsystem and interface 1) is calculated, where U represents 
the bus index set of remaining system. The corresponding 
Dk is further calculated based on (6).

Step 5: middle and external subsystem identification. Giv‐
en the internal subsystem determined in Step 1, for any dom‐
inant SSO mode, let k represents its corresponding best ob‐
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3

Interface 2
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Internal subsystem

External subsystem
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Internal bus

Boundary of studied power system

Fig. 2.　CED-based network partition.
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servation bus index in SO, all buses in set U in the remain‐
ing systems are grouped according to the following rule: 
"jÎU, if dkj £Dk, then j is grouped into the middle subsys‐
tem set.

In this paper, all buses above are traversed and SM is the 
bus index set of the final middle subsystem. Thus, the bus 
index set of external subsystem SE can be determined by set 
difference operation SE =U\SM. The relationship between the 
middle and the external subsystems is illustrated in Fig. 2. It 
should be noted that the affiliated equipments (generators, 
converts, loads, etc.) with buses in SM and SE are also 
grouped into the middle and the external subsystems, respec‐
tively.

As described in Section II-A, the collection of the middle 
subsystem buses with the direct connection to the external 
subsystem is regarded as the desired interface 2.

Step 6: FDNE system. After the network partition, an N-
port external subsystem should be replaced by an equivalent 
RLC network to reduce the system scale. Figure 3(a) shows 
a typical N-port equivalent circuit, which consists of two 
parts: ① constant current sources I =[i1i2iN ], and ② 
passive admittance components, i. e., yii (s), yij (s), and yjj (s). 
Since the contribution of the active components in the exter‐
nal subsystem on the transient dynamics of the internal sub‐
system is only limited to the fundamental frequency, the cur‐
rent sources are also constructed only considering the funda‐
mental frequency [14]. The passive admittance network is 
modeled by FDNE considering its characteristics over a spe‐
cific bandwidth. The structure of FDNE is illustrated in Fig. 

3(b). Details of the FDNE method are introduced in the Ap‐
pendix A.

III. CASE STUDIES 

In Fig. 4, a modified Hydro-Quebec system in [20] is 
used as a target power system to test the proposed method, 
by adding an additional 1000 MW type-4 wind farm system, 
which is simply modeled as a grid-side converter with an 
LC filter integrated at an additional bus 30 (B30). And B30 
is connected to B1 via a step-up transformer. In the system, 
there are 7 synchronous generators and 2 induction ma‐
chines. All loads are modeled as constant impedance. The 
system topology and all operational data can be found in 
[20]. Details of the wind farm system such as the controller 
structure and parameters can be referred to in [21]. In Fig. 4, 
ASG stands for asynchronous generator.

A. Interface 1 Identification

According to the procedure in Section II, B30 becomes 

the single member in interface 1. B30 itself and the integrat‐

ed type-4 wind farm system form the internal subsystem.

Other
parts
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power
system

…
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Fig. 3.　Equivalent RLC network of external subsystem. (a)　Typical N-port 
equivalent circuit. (b)　Structure of FDNE.
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B. Interface 2 Identification

The SSO modes of the target system are calculated as λ1 =−1.5133  ±  j2π  ´  3.96, λ2 = − 3.6063 ± j2π ´ 3.35, and λ3 =
−30.3310 ± j2π ´ 3.234 according to the method in [22]. λ1 is 
the smallest one in view of the damping ratio, which is con‐
sidered as the dominant SSO mode in this paper.

The SSO mode observability index θj is computed from 
the nodal admittance matrix Y (s) of the system. The results 
of the observability index are listed in Table I and obviously 
SO ={30}.

Firstly, dkj (k = 30) between interface 1 and each bus in the 
whole system except the internal subsystem is computed, 
and the results are listed in Table II. Besides, Dk = | Zkk | =
0.0702. Then, the four buses 1, 2, 23, 24 are attributed into 
the middle subsystem, and other buses are all attributed to 
the external subsystem, i. e., SM ={122324}, SE =U\SM, 
where U ={1229}.

C. Equivalent of External Subsystem

An FDNE for the external subsystem is constructed, and 
the result is validated both in frequency-domain analysis and 
time-domain simulation.
1)　Validation in Frequency Domain

In this paper, the following admittance aggregation error δ 
is used to measure the equivalence effect before and after 
the approximation.

ì

í

î

ï

ï

ï
ïï
ï

ï

ï

ï

ï

ï
ïï
ï
ï

ï

ï

ï

Y (s)=[Yij (s)]N ´N

Ŷ (s)=[Ŷij (s)]N ´N

Fij =
1
Ns
∑
i = 1

Ns

||Yij (sk )- Ŷij (sk )
2

δ =∑
i = 1

N∑
j = 1

N

Fij ´ 100%

(8)

where Ŷ (s) is the driving point admittance matrix [12] of the 
external subsystem viewed from interface 2 of the original 
external subsystem and its FDNE, respectively; and 
sk = j2πfk, and fk is the frequency of the kth sampling point lin‐
early distributed in [0, 120]Hz with the total number of sam‐
pling points Ns. As is presented in Fig. 5, there’s a negative 
correlation between δ and FDNE order (details can be found 
in Appendix A) [23]. In this paper, FDNE order is set to 
be 24.

Figure 6(a) and (b) gives the FDNE result of Y (s) frequen‐
cy response. It can be observed that in the frequency do‐
main, the equivalent system has minor fitting error com‐
pared with the original one. Remind that the number of inter‐
face buses of the FDNE is only 1, and then Y11 (s) and Ŷ11 (s) 

become the only element of the matrix Y (s) and Ŷ (s), respec‐
tively.
2)　Validation in Time-domain Simulation

The disturbance is set as follows. At t = 0.1 s, the output 
power of the wind farm at B30 is increased from 1.0 p.u. to 

TABLE I
OBSERVABILITY INDEX VALUES

Bus

30

23

1

24

15

25

3

26

2

16

14

27

4

9

28

θj

0.0679

0.0296

0.0295

0.0293

0.0249

0.0231

0.0231

0.0217

0.0210

0.0200

0.0192

0.0186

0.0174

0.0152

0.0151

Bus

22

29

21

19

10

12

6

20

7

18

13

5

8

11

17

θj

0.0139

0.0132

0.0121

0.0111

0.0110

0.0090

0.0083

0.0078

0.0075

0.0061

0.0058

0.0054

0.0047

0.0047

0.0039

TABLE II
ED INDEX OF EACH BUS

Bus

30

1

23

24

2

3

15

14

16

21

9

20

25

5

6

dpj (p.u.)

0

0.0500

0.0551

0.0620

0.0688

0.0706

0.0759

0.0819

0.0851

0.0871
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0.0936

0.0951
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22

19

17

10

18

7

12

13

8

4

11

26

27

28
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dpj (p.u.)
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Fig. 5.　Relationship between FDNE order and δ.
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1.1 p.u. and at t = 0.15 s, the power recovers to its original 
value. After time-domain simulation, the DC voltage of the 
converter is presented in Fig. 7(a) and it can be observed 
that the DC voltage trajectory exhibits a typical SSO phe‐
nomenon.

The equivalence performance can be further quantified us‐
ing the 2-norm of the error signal ε(t)= seq (t)- s0 (t), defined 
as [24]:

 ε
2
= ∫ || seq (t)- s0 (t)

2

dt (9)

where s0 (t) and seq (t) are any voltage/current signal (for DC 
signals) or its effective value (for AC signals) before and af‐
ter the equivalence, respectively. Obviously, smaller  ε

2
 val‐

ue means better equivalence performance.
Here, a comparison study between the proposed method 

and another two-part partition method in [18] is conducted, 
where the remaining system is replaced by the correspond‐
ing FDNE system uniformly. The equivalence comparison re‐
sults are presented in Table III, where several typical signals 
from the internal subsystem is given. As can be easily ob‐
served, the simulation results of the proposed method are 
more accurate than those of the two-part partition method 
[18]. The error is mainly because the dynamic characteristics 
in the external subsystem are not completely retained in the 
equivalent system. In addition, the instantaneous current 
waveforms injected into B2 before and after equivalence are 
further given in Fig. 7(b) and still their trajectories are high‐
ly consistent.

The simulation is based on a PC platform with 2.80 GHz 

8 GB RAM configuration using MATLAB/Simulink. For a 1-s 
length simulation with time step of 2 μs, the computation 
time for the original system and the equivalent system with 
the proposed method is 191.64 s and 22.44 s, respectively, 
which validates that the proposed method can effectively im‐
prove the simulation efficiency.

IV. CONCLUSION 

This paper proposes a three-part partition method and a 
quantified method for interface identification in EMT simula‐
tion. The whole power grid is partitioned into the internal, 
the middle, and the external subsystems, where interface 1 is 
identified as the group of the all the grid-connected buses of 
these converters, whereas interface 2 is identified by the ob‐
servability index and an ED-based method. For the purpose 
of improving the simulation accuracy, the dynamic compo‐
nents in middle subsystem are modeled in detail. The exter‐
nal subsystem is replaced by FDNE to reduce the system 
size and improve the simulation efficiency. Finally, the simu‐
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Fig. 6.　FDNE results of Y (s) frequency response. (a) Magnitude-frequency 
characteristics. (b) Phase-frequency characteristics.

TABLE III
EQUIVALENCE COMPARISON RESULTS

Signal

Converter’s DC voltage

Voltage at B30

Current via line 30-1

Wind farm power at B30

Two-part partition 
method

6.4000×10-3

9.4032×10-4

1.1491×10-3

1.2544×10-4

Three-part partition 
method

1.8000×10-3

1.1418×10-4

6.3222×10-4

7.3337×10-5
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Fig. 7.　Result of simulation comparison. (a) DC voltage of converter Vdc. 
(b) Instantaneous current waveforms injected into B2.
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lation results verify that the equivalent system obtained from 
the proposed method performs better in terms of simulation 
accuracy than the conventional two-part partition method. 
The time-domain trajectory before and after the network 
equivalence is well consistent and the computational burden 
can be effectively reduced as well, such that an acceptable 
simulation efficiency compared with the original full system 
is realized.

APPENDIX A

In principle, the FDNE method approximates the frequen‐
cy characteristics of the original external subsystem, driving 
point admittances as rational polynomials [25]. It can be real‐
ized in a variety of ways, among which the VF method is a 
popular one due to its robustness and stability [10]. Specific 
steps of VF are listed as follows.

1) Obtain frequency responses of Y (s), as introduced in 
(8), over a specific bandwidth.

2) Approximate Y (s) by Ŷ (s), whose components are n-or‐
der partial fraction expansions:

Yij (s)» Ŷij (s)=∑
k = 1

n rkij

s - ak

+ gij + cij s (A1)

Each polynomial consists of a set of partial fractions 
rkij /(s - ak ), a constant term gij, and a linear term cij s. Coeffi‐
cients, i.e., rkij, ak, gij, and cij, are obtained by solving a set 
of over-determined equations [15]. Here, n is also referred to 
as FDNE order.

3) Carry out passivity enforcement of Ŷ (s) to ensure the 
convergence of the simulation [26].

4) Shape the equivalent network in Fig. 3 according to the 
fitting matrix Ŷ (s). The passive admittance network elements 
yii (s) and yij (s) can be determined as:

yii (s)=∑
j = 1

N

Ŷij (s) (A2)

|yij (s)
i ¹ j
=-Ŷij (s) (A3)

Other parameters such as C0, R0, Rrk, and Rck in Fig. 3(b) 
can be determined by coefficients of Ŷij (s) in [10].
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