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Integrated Frequency-constrained Scheduling
Considering Coordination of Frequency Regulation
Capabilities from Multi-source Converters

Jiaming Li, Ying Qiao, Zongxiang Lu, Wei Ma, Xin Cao, and Rongfu Sun

Abstract—As the proportion of renewable energy (RE) in-
creases, the inertia and the primary frequency regulation (FR)
capability of the power system decrease. Thus, ensuring fre-
quency security in the scheduling model has become a new tech-
nical requirement in power systems with a high share of RE.
Due to a shortage of conventional synchronous generators, the
frequency support of multi-source converters has become an in-
dispensable part of the system frequency resources, especially
variable-speed wind turbine generation (WTG) and battery en-
ergy storage (BES). Quantitative expression of the FR capabili-
ty of multi-source converters is necessary to construct frequen-
cy-constrained scheduling model. However, the frequency sup-
port performance of these converter-interfaced devices is relat-
ed to their working states, operation modes, and parameters,
and the complex coupling of these factors has not been fully ex-
ploited in existing models. In this study, we propose an integrat-
ed frequency-constrained scheduling model considering the co-
ordination of FR capabilities from multi-source converters.
Switchable FR control strategies and variable FR parameters
for WTG with or without reserved power are modeled, and
multi-target allocation of BES capacity between tracking dis-
patch instruction and emergency FR is analyzed. Then, the vari-
able FR capabilities of WTG and BES are embedded into the
integrated frequency-constrained scheduling model. The nonlin-
ear constraints for frequency security are precisely linearized
through an improved iteration-based strategy. The effectiveness
of the proposed model is verified in a modified IEEE 24-bus
standard system. The results suggest that the coordinated par-
ticipation of BES and WTG in FR can effectively reduce the
cost of the scheduling model while meeting frequency security
constraints.

Index Terms—Battery energy storage (BES), wind turbine
generation (WTG), frequency regulation (FR), frequency securi-
ty, power system scheduling.
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Sets of synchronous generators (SGs), wind
farms, photovoltaic (PV) plants, and battery
energy storage (BES) connected at bus n

Sets of transmission lines starting from and
ending at bus n

Index of BESs from 1 to N,

Index of SGs from 1 to N,

Index of renewable energy (RE) scenarios
from 1 to N,

Index of transmission lines from 1 to N,
Index of subspaces from 1 to M

Index of bus nodes from 1 to N,

Index of scheduling periods from 1 to N,
Index of PV

Time after contingency

Index of wind turbine generation (WTG)
Indices of start and end of a line

Charging and discharging efficiencies of BES
Discriminant of differential equations

Coefficient of correction for output power of
WTG

Fitting parameters of L*
The maximum allowable imbalanced power

under frequency nadir constraints and its low-
er bound

Domain of definition of y

The maximum and minimum rotor speeds of
WTG

Intermediate parameters of frequency dynam-
ic equations

Discharging and charging costs of BES
Start-up, shut-down, no-load, and variable
costs of SG

Penalty cost of load shedding
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Rated frequency

The minimum frequency nadir and the maxi-
mum acceptable frequency deviation for secu-
rity

The minimum steady-state frequency for secu-
rity

Inertia and droop constants of individual SG
Rated virtual inertial constant of WTG in pow-
er unreserved mode (PURM)

Droop coefficient of load

Linear equations approximating y

The maximum power flow of transmission
line and voltage angle of bus

The maximum installed power and capacity of
BES

The minimum and maximum output power of
SG

Forecasting load, WTG power, and PV power
Probability of each RE scenario

Imbalanced power of contingency

Hourly ramp capacity of BES

The maximum rate of change of frequency
(ROCOF) for security

ROCOF ,,,4.u ROCOF threshold to trigger BES emergency

up dn
RY, R

rL”ﬂRE.
soc,™,
SOC;™
S

g

S

Sys

S

w
ir ppfr end
T, T7,T,
on off
T,
TG
tnadir
X
C. Variables
ﬁ w

PRM PURM
AP, AP,

0
)
C

sy

EP LS
L Af
fnndir ’f‘vs
HY K°

frequency support mode

Hourly ramp-up and ramp-down capacities of
SG

Forecasting errors of load and RE

Lower and upper limits of state of charge
(SOC)

Rated capacity of individual SG

Rated capacity of system

Installed capacity of WTG

Time points of BES providing frequency regu-
lation (FR)

The minimum on and off time of SG

Constant time of SG speeder

The time when frequency nadir occurs
Reactance of transmission line

Proportion of WTG in power reserved mode
(PRM)

Power increase of WTG under PRM and
PURM

Voltage angle of bus

Rotor speed of WTG

Total cost of system

Remaining and reserved capacities of BES
System frequency and frequency deviation
Frequency nadir and steady-state frequency
Inertia and droop coefficient of aggregated SG

HS, {H"® Inertia of system and its lower bound

HPRM HPURM  Virtual inertia of WTG under PRM and PURM

KR Droop constant of WTG under PRM

K5 Summation of droop coefficients of load and
WTG

K Summation of droop coefficients of load,
WTG, and SG

L, Power flow of transmission line

P} Output power of BES

pEe pBds Charging and discharging power of BES

ppend Power of BES at the end of FR

P¢ Power of SG

plotoss Load shedding power

Popr The maximum power point tracking (MPPT)
power of WTG

P3Is, psisend  Equivalent imbalanced power of system at the
start and end of FR

priess pPVloss pawer of wind and PV curtailments

R Total reserved wind power

R RIK Reserved wind power for inertia and droop
supports

us", ude Charging and discharging states of BES

uj;‘p, ug’p, uy,, Start-up, shut-down, and on-off states of SG

1. INTRODUCTION

ENEWABLE energy (RE) generation have developed
rapidly in recent years [1], [2]. Wind turbine generation
(WTG) and photovoltaic (PV) plants are connected to the
power system through power electronic interfaces, and their
output power decouples with system frequency [3] in the
maximum power point tracking (MPPT) mode. Both the nat-
ural inertia and the primary frequency regulation (FR) capa-
bility of the system decrease with the growing proportion of
RE. Traditionally, the scheduling models such as day-ahead
unit commitment (UC) and intraday economic dispatch (ED)
place the greatest importance on steady-state power and elec-
tricity balances. The inertia and primary FR capability of the
system are adequate to ensure frequency security because
there are usually enough online synchronous generators
(SGs). However, in a power system with a high share of RE,
the FR capability diminishes due to the reduction of online
SGs. The rate of change of frequency (ROCOF), frequency
nadir, and steady-state frequency of the power grid may vio-
late the security boundaries under frequency contingency,
causing under-frequency load shedding. Only ensuring the
steady-state power and electricity balances cannot guarantee
sufficient system inertia, so the consideration of frequency
dynamics in the timescale of UC and ED has become a new
technical requirement [4]-[9]. The frequency dynamic indi-
ces are expressed as functions of the system operation states
and added to the traditional scheduling model as constraints.
Using frequency-constrained scheduling, more SGs and oth-
er system reserves can be arranged online to provide the re-
quired frequency support.
In addition to SGs, FR can also be provided by converter-
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based equipment such as WTG [10] and battery energy stor-
age (BES) equipment [11]. With the increase of converter-
based equipment, the frequency support from converters can-
not be ignored. SGs and multi-source converters together
constitute system FR resources. However, the FR capabilities
of converters are highly related to their operation states such
as the steady-state output power and operation modes [12]-
[15]. Quantitative expression of the FR capabilities of multi-
source converters is necessary to incorporate the FR capabili-
ties of multi-source converters into frequency-constrained
scheduling. The on/off state of SGs and the operation states
of multi-source converters are coupled and should be deter-
mined beforehand if the frequency dynamic is considered in
the scheduling models.

In this study, we explore an enhanced frequency-con-
strained scheduling framework considering the support of
multi-source converters. The variable FR capabilities of
WTG and BES in different modes are modeled, and their op-
eration and control parameters are determined by solving an
integrated frequency-constrained scheduling model. The tim-
escale of the model built in this work is day-ahead schedul-
ing including UC, and it is also applicable to intraday ED.
Furthermore, the constraints of frequency nadir are often lin-
earized in the frequency-constrained scheduling model, but
the error caused by linearization has not been explored in ex-
isting works. We discuss the approximation accuracy of the
linearized frequency nadir constraints and propose a strategy
to reduce the approximation error.

Frequency security constraints have recently been consid-
ered in scheduling models. One of the first frequency-con-
strained UC models was proposed in [16] to ensure suffi-
cient primary FR capabilities, but the frequency dynamics
were not established and the frequency nadir constraint was
omitted. References [17] and [18] built a UC model and ad-
justed its results by testing whether the frequency nadir con-
straint was met. However, the transient simulation needed to
be implemented repeatedly in the model, which was com-
plex and time-consuming. A frequency-constrained UC mod-
el considering the dynamic ramp rate was built in [19] and
solved by binary particle swarm optimization, but the heuris-
tic algorithm could not guarantee the optimality of the solu-
tion. Further, [20] modeled frequency dynamics using deep
learning, but numerous timing simulations and historical op-
eration data were needed. Reference [21] added linearized
frequency nadir constraints to traditional UC models, but the
approximation accuracy of linearized equations was not dis-
cussed. Reference [22] integrated frequency control into a
UC problem for an isolated microgrid, and [23] considered
FR from smart loads. The primary and secondary frequency
responses of high-voltage direct current (HVDC) were mod-
eled and encoded into a UC model in [24]. However, the FR
capabilities of RE were neglected in these works, and fre-
quency security was difficult to establish due to diminishing
SG.

To compensate for the FR shortage, the FR capabilities
provided by converter-based power electronic interfaces
have been explored in frequency-constrained scheduling
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models. FR provided by RE was integrated into a frequency-
constrained UC and ED model in [25]-[29]; in these works,
WTG was treated as a virtual synchronous machine with
fixed FR parameters, without consideration of its variable
FR capabilities depending on wind conditions. References
[30] and [31] paid attention to the time-varying FR capabili-
ties of WTG, but WTG only provided a single inertial [30]
or droop [31] response. The dynamic interactions of WTG
were built into a two-stage frequency-constrained UC in
[32]. The contribution of WTG to frequency support was an-
alyzed in a robust scheduling model [33]. Three kinds of
WTG de-loading strategies were embedded into a planning
model in [34]; however, WTG operates in a de-loading state
at a high cost of wind curtailment, which may be unaccept-
able for utilization. References [35]-[39] proposed frame-
works for the scheduling and planning of BES with consider-
ation of fast frequency support. Nonetheless, the coordina-
tion of operation states and FR strategies for multi-source
converters was not fully exploited by these works.

FR capabilities can be provided by multi-source convert-
ers [40], especially from variable-speed WTG and BES. The
two main strategies for WTG to provide frequency support
are the power unreserved mode (PURM) and the power re-
served mode (PRM) [41]-[43]. WTG under the PURM
works in the MPPT mode [44], which can provide tempo-
rary power increments by releasing the kinetic energy in the
rotor [45]. The PRM requires WTG to operate in load-shed-
ding schemes [46], which can supply sufficient and continu-
ous FR at the cost of wind curtailment. BES can provide a
rapid and lasting response to the grid frequency deviation
[47]-[50] through the controller to compensate for the imbal-
anced power.

The coordinated control of frequency support capabilities
from WTG and BES was proposed in [51]-[54] to reduce
wind power curtailment and improve the FR effect. Howev-
er, these efforts were not effectively integrated with the fre-
quency-constrained scheduling model. FR performance and
economic operation are related to the working states, opera-
tion modes, and parameters of FR provided by WTG and
BES. These factors are complexly coupled together, and a
new method needs to be established to coordinate both strate-
gies and the working states of BES and WTG to provide FR.

In summary, the existing frequency-constrained scheduling
models largely simplify or ignore the coupling of variable
FR capabilities and working states from multi-source con-
verters. In addition, the accuracy of linearized frequency se-
curity constraints has not been analyzed. In this study, we
propose a frequency-constrained scheduling model consider-
ing FR capabilities from WTG and BES. An iteration-based
strategy is designed to improve the approximation accuracy
of the frequency nadir constraints.

The contributions of this study can be summarized as fol-
lows.

1) Quantitative expression of the FR capabilities of multi-
source converters is given. The FR capabilities and variable
control parameters of WTG under both the PURM and the
PRM are modeled. WTG is allowed to adjust the frequency
support modes and control parameters to reduce wind curtail-
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ment as much as possible as long as it meets specified condi-
tions satisfying the requirements for FR. Multi-target alloca-
tion of BES capacity between tracking dispatch instruction
and emergency FR is considered. The reserved power and ca-
pacity required for BES to provide emergency FR are calcu-
lated and embedded into the model.

2) An enhanced frequency-constrained scheduling model
incorporating variable frequency support capabilities of
multi-source converters is established. Frequency dynamic in-
dices are analytically expressed considering the support from
both SGs and multi-source converters. Variable FR capabili-
ties of WTG and BES are embedded into the integrated fre-
quency-constrained scheduling model. FR modes and param-
eters of multi-source converters are determined in the sched-
uling model.

3) A strategy for improving the approximation accuracy of
the linearized frequency nadir constraints is proposed.

The remainder of this paper is organized as follows. Sec-
tion II models the quantitative expressions of the FR capabil-
ities of WTG and BES. Section III establishes the aggregat-
ed frequency dynamic functions, linearizes the frequency se-
curity constraints, and details the proposed method to im-
prove the linearization accuracy. Section IV builds the inte-
grated frequency-constrained scheduling model. Section V
presents the case studies, and Section VI offers the conclu-
sions of this study.

II. FREQUENCY DYNAMIC RESPONSES WITH VARIABLE FR
PARAMETERS OF MULTI-SOURCE CONVERTERS

Unlike SGs that can support stable inertia and frequency
droop responses naturally under an “on” state, FR capabili-
ties provided by converter-based WTG and BES are related
to their operation points and customized FR control strate-
gies. In this section, the operation modes and parameters of
FR provided by multi-source converters are incorporated in-
to frequency dynamic models, which can be easily integrated
into the traditional SG-dominated second-order frequency dy-
namic function. WTG and BES in this paper are modeled as
grid-following converters with frequency support controllers.
The output power of multi-source converters could change
with the frequency measured by their phase-locked loops
(PLLs), providing frequency support for the system.

A. Frequency Support from WTG

1) Frequency Response Under PRM

WTG working under the PRM is believed to provide last-
ing frequency support. The reserved wind power is shared
with both virtual inertia and droop control strategies. The
power increment of WTG under the PRM AP™ is ex-
pressed as:

dAf
ar (1

The power increment AP should not exceed the re-
served wind power R”. We assume that R is divided into
two parts, i.e., R"" for inertia support and R”* for droop
support. Inspired by [34], H"™ and K™ are given in (2) to
ensure that AP does not exceed R”.

AP;};RMZ—Q,HPRM —KPRMAf
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PRM — RK/ K
‘ Af;tadir, set

The values of R"" and R!"* are set as variables to be opti-
mized in the later scheduling model, so H™" and K" in
this study are time-varying FR parameters to be determined
according to the later scheduling model.

2) Frequency Response Under PURM

Under the PURM, WTG works in the MPPT mode with-
out sacrificing wind power capture. WTG under the PURM
participates in FR through virtual inertial control [55], [56],

whose virtual inertial constant "% is given as:
2 2
O = Opin 77 PURM
PURM __ 2 2 Hmted w> @ in
H = Pmax ~ Omin (3 )
0 w<w

The power increment of WTG under the PURM APZYFY g
expressed as:
APPURM __» HPURM% @)
dt
Figure 1 shows the frequency controllers of WTG under
the PRM and PURM. WTG is assumed to be equipped with
these two controllers, and one controller is chosen during
each scheduling period for frequency support. The propor-
tion of WTG under the PRM or PURM during each schedul-
ing period is set as the optimization variable in the later
scheduling model.

Pyppr 7sz/
dAf/de

— KPRM

Fig. 1. Frequency controllers of WTG under PRM and PURM.

B. Frequency Support from BES

BES is equipped with a frequency controller that can ac-
tively change the output power according to the system fre-
quency measured by a PLL. The power-frequency controller
of BES is shown in Fig. 2.

BES tracks dispatch instructions from the dispatch center
and provides frequency support through its frequency con-
troller. When the system suffers a serious frequency contin-
gency, the ROCOF or frequency deviation exceeds a certain
threshold, and the frequency controller will convert to emer-
gency frequency support mode until the frequency dynamics
process in the system ends. When detecting a serious low-
frequency contingency in the system, BES will discharge at
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the maximum power Py ™ immediately [35], [36] after
switching to emergency frequency support mode. Assume
that a contingency occurs at =0 s, and the dispatch instruc-
tion for BES at the moment before the contingency is
P? |1707 (positive means charging and negative means dis-

charging), which satisfies —P>™ < P} tiOiSPf’m"”‘. The pow-
er increment that BES can provide is Pp™ + P/ o> Which

ranges from 0 to 2P/™. To prevent the power increment
provided by BES from being greater than the system power
shortage, which may cause overcompensation, the ROCOF
threshold to trigger the emergency frequency support mode
can be set as:

B, max
_ 1
ROCOFthrexhnld - SYS (5)
Dispatch center
"| Determine if ROCOF or Af |0-1 signal |
exceeds the threshold |
Lo|Py
Emergency frequency support }—vol\o— 3 ' BES
Regular frequency support }—»oO power

Selector

Fig. 2. Power-frequency controller of BES.

The setting of ROCOF ..., can ensure that BES will not
overcompensate during emergency frequency support, which
is proven in (6).

P,,=2ROCOF - H*"*>2ROCOF . ;0.a- H*"° =
2 Pf max HSYS

758 >2ppm> ppme g pp o 6)

Since it takes minutes to recover the system frequency af-
ter a contingency, BES needs to continuously provide fre-
quency support. Under the emergency frequency support
mode, BES is set to discharge at its maximum power Py ™
during 0<¢<T} and provides continuous power support
Pl until T/ To prevent a secondary frequency drop
caused by the sudden power change of BES, we set the out-
put power of BES to change linearly during [7,", T?"] from
—P5 ™ to —PBerd In this study, T)", T?", and T/ are set as
15 s, 60 s, and 15 min, respectively. Neglecting the response
time of the frequency measurement devices and BES control-
ler, the BES power increment AP} (f) under the emergency
frequency support mode can be expressed as (7), and the out-
put power of BES P/ (f) under emergency frequency support
mode is shown in Fig. 3.

APE ()=

Pf.lnax+P[l7?| OSI<T:

t=0
{— Tl:r )(Pf,end_Pf, max)

B, max (
Pb + Tpﬁ‘ _ Tir
b b

+ PPl Tr<t<T)

t=0
B.end B 3 d
pledy p| TV <t< T

)

t=0"

PR
PEJHax ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, R
Contingency happens
P3_ - . :
h|’*° Reserved capacity for Charging

frequency support
) A dannananananey - -

— PB.end
Pb

— PB,max
Ph

T’i)r T;)/r T;;m/ t

Fig. 3. Output power of BES under emergency frequency support mode.

Assuming that a contingency occurs during the p™ schedul-
ing period, during which BES operates with dispatch instruc-
tion power P7 | we have:

b.p>
B _ pB
Pb t:O’_Pb’p

®)

To ensure that BES has enough energy for the emergency
frequency support mode, as shown in Fig. 3, the reserved ca-
pacity E2/ for frequency support BES is calculated as:

Tend

b B .
par_ o D0 O @ gy ppme—ppety s i Py
b dis dis
My My

©

The dispatch instruction power Py ,» continuous power sup-

port P, and reserved capacity E-/ of BES are set as vari-
ables to be optimized in the later scheduling model.

III. FREQUENCY DYNAMIC AND SECURITY CONSTRAINTS
CONSIDERING MULTI-SOURCE CONVERTERS

In this section, the aggregated frequency dynamic func-
tions considering multi-source converters are given, and the
frequency security constraints are formulated. The frequency
dynamics are analyzed based on three pivotal frequency dy-
namic indices of ROCOF, frequency nadir f, ., and steady-
state frequency f,, after contingency. Considering that a lin-
ear simplified model is used in the calculation, the lineariza-
tion accuracy is also discussed, and an iteration-based strate-
gy is proposed for improving the accuracy level.

A. Aggregated Frequency Dynamic Functions

Assuming the system suffers a contingency occurring dur-
ing the p™ scheduling period at =0, and the contingency
causes instantaneous imbalanced power with the amount of
P,, at t=0, WTG under the PRM and PURM provides pow-
er increments of APY® and AP.Y™ respectively, and BES
gives a frequency support power of APf. The frequency dy-
namic function of the system is expressed as:

ZHG dAdfl“(t) :_(P[M_AP‘I:RM_AP‘I:URM_APG_APL_AP;B)

76 4P ()

dt

AP" (H)=—K"Af(?)

+APY (1) =—K  Af ()

(10)
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The aggregated system frequency model is shown in Fig.
4, and the frequency dynamic process can be expressed as
(11), which is a second-order differential equation.

Pir o~ 1 Af
d 2HSYSs+KSYS
APG
K G
T9s+1

Fig. 4. Aggregated system frequency model.

2o s TV O dzAf O, opsrsypogsisy YO dAf O |, kSAf(H)+PS5=0
(11)

IS O 4 PRV 4 pPURM

K =K"+ K™

K=K 4 KO

P 1SMYS=P m— AP 5

APE=PE™ P,

(12)

The initial conditions are given as:
Af(0)=0
daf@ | _ Pur
dt - 2HSYS

t=0

(13)

The discriminant 4 for determining whether the two-order
dynamic system is underdamped or overdamped is given as:

A :(2HSYS+ TGKSYS )2 _ STGHSYSKSS (14)

According to the value of 4, the system may have three
kinds of FR modes: overdamped (4> 0), critical damped (A4 =
0), and underdamped (4 < 0) responses.

1) Overdamped Response

The frequency of the overdamped response can be solved

as:

Af(t)——PSYS(Cl e—(a—Q)t+ Cze—(a+.Q)t+ I/KSS) (15)
a=[1/T%+ K /QH))/2
Q= /| KSIQHT) - o
J | B

C, = 1/@QH ) - a/2QK* ) - 1/(2K*)
C,=—1/(4QH" )+ al QK )~ 1/2K*)

A frequency nadir is reached at ¢,,,,, as expressed in (17),
which can be obtained by solving df (¢)/dt=0.

; S C,(2+a)
nadir — ZQ C (,Q ) (17)
2) Critical Damped Response
The frequency of the critical damped response can be

solved by:

Af()=—P35(D e+ D,te™ + 1/K*) (18)

1
1= ﬁ
1 o
27 Hpgsrs - ﬁ (19)
1 D,
tnadir: - T
D

3) Underdamped Response
The frequency of the underdamped response can be
solved by:

Af(t)=—P;)5 (1 —24e™ cos(Qt + p))/K** (20)
A=V K¥K? /(4QH") @)
@ =arctan {{K/QH*" ) - a]/Q}
Additionally, ¢, can be expressed as:
toair =(@rctan (—o/Q)— ¢ + m)/Q (22)

The lowest frequency f,, ;.
can be expressed as:

ﬂludir :f;) + Af(tnudir )

of the system after contingency

(23)

B. Frequency Security Constraints

The frequency security constraints of ROCOF, steady-state
frequency, and frequency nadir are modeled. The lineariza-
tion method of the frequency nadir constraint and the strate-
gy for improving its approximation accuracy are given.

1) ROCOF Constraints

ROCOEF is limited to not exceeding ‘ROCOF

max, set

, and

the ROCOF constraint is a linear inequality about P}
and H"".

PiS<2| ROCOF, HS

max, set

24

2) Steady-state Frequency Constraints
When ¢>T7", the frequency tends to be stable, and the
output power of BES is P7“ instead of discharging at rated

power P2 ™ pplSerd is set in (25) as the imbalanced power
when the frequency of the system becomes stable.
Pf&/s’end:PlM_Pfend_Pifp (25)
The value of £, is defined as:
PSYS,end
fu=tom s (26)

The constraint of f,; is shown in (27), which is equal to a
linear constraint expressed as (28).

fs‘s 2 ](ss., set

SYS, end
PIM - S (f;)_ f;s',.sel

@7

)k (28)

3) Frequency Nadir Constraints

The maximum frequency deviation ’Af (¢,0ai» )| after contin-

to

gency must not be higher than the set value ‘Afnadir’set

avoid triggering low-frequency load shedding, and the fre-
quency nadir constraint can be expressed as:

‘A.f(tnadir) < ‘A.f;zadir,se/ (29)

The expression of y, which is a function of variables H°",
K*% and K€, is defined in (30), and the constraint (29) is
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equivalent to (31).

Af,
X(HSYS, KSYS,KG)Z “Aj‘z;dtr,set) P}S‘MYS (30)
nadir
P}S/“Z”S SX(HSYS, KSYS, KG) (31)

y(H*", K5 K9) is nonlinear to variables H*", K%, and
K which makes it difficult to embed the frequency nadir
constraints into the scheduling model. Inspired by [26] and
[27], we assume that the domain of definition of
y(HSS K5 K9Yis T={(H*",K*",K°)}, and we divide I in-
to a series of subspaces I, (m=1,2,...,M). In each subspace,
the linear equations L% (m=1,2,...,M) are built as the lower
bound to approximate y(H*",K*",K¢). The combining pa-
rameters of the m"™ linear equation are 7™*, 7%, zX¢ and
b w={x™, gk, xk¢ gB)WM_ | can be obtained by con-
strained quadratic programming expressed as:

T Ksys

n

min] S (L~ (5. K5 KO L (32)
T\ m=t@es kS kO)er,
S.t.
L2 <y (HSS, K5, K%Y Ym (33)
LA = S 4 g Ko ST 4 e Ke KOy B (34)

After obtaining the optimal parameter 7, y in (35) is a lin-
ear lower bound of y.

)_{(HSYS’KSYS,KG)z min ML)’/n (HSYS,KSYS,KGV%) (35)

m=1,2,...,

Then, the frequency nadir constraint can be converted into
a series of linear constraints shown in (36), which is stron-
ger than the original constraint (31).

P}S}"ZSS )_{(HSYS, KSYS,KG) (36)

1) Approximation accuracy of linearization

We set the definition domain of the variables in y as
H €[2,10]s, K" ¢€[l1,6], and K¢ €[5,20], which covers
broad scenarios, where the SG capacity accounts for 25% to
100% of the system. The number of interval subspaces for
linearization is set to be M=160. The comparison of the
original function y(H",K*",K“) and the calculated linear-
ized lower bound y (5", K", K¢) is shown in Fig. 5.

Figure 5 shows that the approximation error caused by lin-
earization increases with the decrease of H*" and K°
(caused by the decrease of SG capacity), reaching the maxi-
mum error rate of 7.9% when H**=2s and K9=5. This re-
flects that when the proportion of SGs is lower, the nonlin-
earity of the original function y(H*",K*",K“) is enhanced,
and the error caused by the linearization method will be larg-
er.

2) Accuracy improvement strategy

The frequency nadir constraints will be accurate if the op-
timal solutions of the variables obtained by the scheduling
model are within the range of the set of subspaces /°,. On
the premise of ensuring that the solutions are within the set
of subspaces, reducing the size of the definition domain can
effectively remove unnecessary constraints. The shape of y
near the optimal solution is better focused, and the strength
of the constraints decreases.
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Fig. 5. Comparison between original function and its linearized lower
bound. (a) K°=5. (b) K9=10. (c) K°=15. (d) K¢=20.

JCHSYS, KSYS=4, KG); ~ — ((HSYS, KS15=6, K©)

An iteration-based strategy for improving the accuracy of
the linearized frequency nadir constraints is proposed, and
the flowchart of the strategy is shown in Fig. 6. With the
proposed strategy, the size of the definition domain diminish-
es by ¢ through each iteration and the error caused by linear-

ization decreases.

Initialize domain of definition of variables:
HSYSc[HSYS, FISYS], KSYS[KSYS, KSYS),
K9e[KY, K9]

i‘

Calculate linear equations and embed
frequency nadir constraints into
scheduling model

X=X+e(X-X)
T=X-e(XT-X)

l Xe {HSYS, KSYS, KG}
Solve the scheduling model and get the
solution to the variables H5YS, KSYS, RG

Are they in the
definition domain?

Do they meet the
accuracy requirements or reach the
maximum iterations?

Y
End

Fig. 6. Flowchart of proposed iteration-based strategy for improving ap-
proximation accuracy of linearized frequency nadir constraints.

IV. DAY-AHEAD SCHEDULING MODEL WITH FREQUENCY
SECURITY CONSTRAINTS COORDINATING FREQUENCY
SUPPORT FROM MULTI-SOURCE CONVERTERS

A frequency-constrained day-ahead scheduling model con-
sidering the FR capabilities of WTG and BES is established
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in this section. First, we present a typical day-ahead schedul-
ing model including UC. Then, we embed frequency securi-
ty constraints and FR capabilities of multi-source converters
into the scheduling model.

A. Typical Day-ahead Scheduling

1) Objective Function

The objective of the day-ahead scheduling model is to
minimize the operation cost, including the SG operation
cost, BES operation cost, and load shedding cost.

Nl
min C,, = ZP}’ 2 z(cmum +Cu +Cluy, +
Ny
Cs"PS, )+ Zlc PLl })Z(cd'ép,f;lf ci'pre
@7

2) Constraints

Equation (38) represents the bus active power balance con-
straints. Equation (39) limits the RE curtailment and load
shedding. Equation (40) is the DC power flow model repre-
senting the thermal limits of the circuits.

2 ngt+ 2 (Pwpl_P:V;otM)'i_ z (P;VPI_P;VPI(;“)

geQf weQl pre
z Ll,p,i+ 2 Ll,p,i: Ps;inzﬂ_{— 2 Pbpt vn’p7i
1e QY le Q¥ beQf
(38)
W, loss w .
O<Pwpz <Pwpz VW,p,l
loss .
0<P, <Py Vpvpid (39)
L. loss L .
0P <P, , Vnp,i
Ll.p.i:(91(+).p.i_ 01(7)A,pt,i Vx, Vip,i
en,p,i < emax vn’p’ l (40)
‘Llpz‘ —Ll,max vzvp7l

Equation (41) gives the operation constraints of the SGs.
u PGmm<PG <ugpPGmax Vg,p,l

gp’ g gpi—

Uy, | =Ug, Uy —u;”p Vg.p

Pz,Gpl Pst 11 Ugp- lRup+u:tpP.gGmm Vg,p,i
Pg?p Li P;pl—unggn_{_u;dpngmm Vg,p,i

(41)

p-1

> u 2wl T Vgp

t=p-T,"-1
p-1

z -u, )zuy, T”ff Vg, p

T

T=p—
Equation (42) is the system reserve constraint.

2P D Pt Sk DR ery) D P
g
(ZP + 2Pl

Equations (43) and (44) are the operation constraints of
BES.

Vp,i (42)
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PB ch _PB dis

B
P b.p.i b.p.i

b,pi

B.ch ch B, max
O<Phpl<ubplp

B.dis dis B, max
O<Phpt <ubptp

Vb,p,i
Vvb,p,i
Vb,p,i

<R} Vb,p,i

u‘b’;l—i-ub” <1 u;hpl,ug”p,e{o 1}, Vb,p,i

43)
PB

B
P b.p—1,i

b,p,i

_EB

B
E b,p.i

B.ch ,ch
bp+1,i Pbpl}/lb
B _ B
Ey1i=Epn,.i Vb, i
SOCmm EB max <EB

b.p.i

PB dtr/;/ldls Vb,p, i

b,p.i
(44)
<S0Cmax EB max \v/b p’

B. Constraints Representing Frequency Support from BES
and WTG

1) Constraints Representing Frequency Support from WTG

As introduced in Section II, WTG provides frequency sup-
port under the PRM or PURM; the proportion of WTG un-
der the PRM during the p" scheduling period is set to be
B..,» and the remaining WTG provides frequency support
under the PURM. WTG under the PRM provides frequency
support using part of the wind curtailment. Equation (45) en-
sures that the wind curtailment is no more than the theoreti-
cal wind power under the PRM. Equation (46) limits the re-
served power prl Equation (47) means that the reserved
power is shared with R}, for inertia support and R}, for
droop support.

< Wlos5<

0<P ﬁwpz w,p. i (45)

0 ﬁw[)l

0<R), <P (46)
w o _ pW.H W.K

prz Rmpz prt

R >0 (7
RI"K20

wpi =

According to (2), the virtual inertia H, " and droop con-
stant K" provided by the aggregated WTG controller un-
der the PRM are expressed as (48). Considering the fluctua-
tion of wind power within hours, the FR parameters of wind
power are corrected by the lower bound of its output power
within hours to ensure sufficient FR capabilities. The meth-
od of obtaining the lower bound and calculating the coeffi-
cient of correction can be seen in [34].

W.H

PRM __ Rw \Ds Iﬁ)
pi p.i

w2 ROCOFW | S

(48)

PRM __ R, p i fO
pi p.i

w Af;mdir, set syx

The virtual inertia provided by the aggregated
WTG controller under the PRM is expressed as:

(1 _ﬂ w,p, 1 )Sw H vaRM
S

w sys

HPURM

HPURM:

é:p.[ (49)
2) Constraints Representing Frequency Support from BES
Frequency support from BES is considered in the frequen-
cy security constraints As shown in (9), the reserved BES
capacity EF/ . for providing FR is expressed as (50), and the

bpl



LI et al.: INTEGRATED FREQUENCY-CONSTRAINED SCHEDULING CONSIDERING COORDINATION OF FREQUENCY REGULATION...

remaining BES capacity constraints are further expressed
as (51).

o~ Tt T PE™ = PRS2+ T P
b.p.i™ dis (50)
My
SOC;"“‘~Ef*‘“‘”‘+Eﬁ;’;isElfp’i£SOC;"“~Ef"“‘"* (51)

Assume the system may suffer a contingency causing in-
stantaneous imbalanced power with the amount of P, .
Through the emergency frequency response control of BES,
which is expressed in (7), the initial imbalanced power
P}, and the steady-state imbalanced power P57 can be
expressed as:

SYs  _ B, B
P[M.,p.,i_PIM,p,[_ E(Pb maX+Pb,p,i)
b

52
Pt =Pugpi= 2UPT+ P, 2
b

C. Frequency Security Constraints Under Day-ahead Sched-
uling

The contingency is considered as the largest N—1 fault of
the online generators, DC line injection trip-off, or instanta-
neous load increment, and it brings instantaneous imbal-
anced power P, . Note that if the faulty generator has FR
capability, its FR parameters need to be set as zero in the
subsequent frequency dynamic equation.

The inertia constant HPG and droop constant KPG provided
by the aggregated SG depend on the SG on/off state, which
are expressed as:

N(i
HPG: Z}Sgnggp /S, Vp
. (53)

/1S, Vp

g£8p

N(i
G_ G
K, = zngK X
=

The aggregate frequency response parameters in (11) for
each RE scenario i and scheduling period p are shown as:
SYS _ G PRM PURM
H)>=H/+H,;"+H,;
SYS _ L PRM
K, =K, +K,;
G _ G
K, =K,

SS _ g SYS G
Kp,i _Kp,i +Kp.i

(54

According to (24), (28), and (36), the linear frequency se-
curity constraints for ROCOF, frequency nadir, and steady-
state frequency for each RE scenario i and scheduling period
p are further expressed as:

P}S}v\i,[i,i S 2‘ ROCOFmax,set

Pt o= | fusa DK Vp1
PSS < g (HSS,KS5,K9) Vpi

Pl Thpd

HYS Vp.i

(55)

The frequency response modes and parameters of WTG
and BES are determined by solving the integrated schedul-
ing optimization model. The above optimization model of
the frequency-constrained day-ahead optimal scheduling
model is a standard mixed-integer linear programming
(MILP) problem that can be effectively solved by the exist-
ing solvers.
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V. CASE STUDY

A. Test System

We analyze the proposed scheduling model on a modified
IEEE 24-bus standard test system presented in Fig. 7. The
time resolution of the day-ahead scheduling is 1 hour. The
constant time of the SG speeder is T9=5 s, and the other pa-
rameters of the SGs are shown in Table I. The base capacity
of the system is set to be 10000 MW, and the frequency
droop coefficient of the load is K*=2 p.u.. The frequency se-
=0.4 Hz/s,

=49.7 Hz. The contingency

curity requirements are set to be ‘ROCOF

f;wdir,,sez :494 HZ! and f.‘m,xet

of the case study is considered as applying an 8% instanta-
neous load increase, which is equivalent to the generation
loss of the same power. Although the imbalanced power
caused by the contingency is set as a fixed proportion to the
load, it can be expediently extended to the N—1 fault of the
online generators or DC line injection trip-off through the
model built in Section IV.

max, set

G1x3
@

#18—

Wind plant  G1x3
0

4 Wind plant

R
[N
W

#17

BES

BES —
Ll w0 wol| M
o= v v
#15 A 13 G3xa
#14) “T> Wind plant —
G3x4 / Ly
4 #11 ? | é#12
#3 49 A éé A #6

v

Wind plant

BES

#1 #2

Gdx4 G2x4

Wind plant

Fig. 7. Structure of modified IEEE 24-bus standard system.

The penetration rates of wind and PV plants are 50% and
10% of the base capacity, respectively. Nine RE scenarios
are generated based on day-ahead probabilistic forecasting
through the approach proposed in [57] to reflect the uncer-
tainty of renewable generation production. The lower and up-
per limits of WTG rotor speeds are w,,,,=0.7 p.u. and o, =
1.2 p.u., respectively. The total installed power of BES is
150 MW, which is considered as a 2-hour system. The charg-
ing and discharging efficiencies of BES are set to be 7=
n4=0.95. The lower and upper limits of the state of charge
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(SOC) are SOC,;,,=0.1 and SOC,, =0.9, respectively. As
shown in Table II, nine cases are set and compared to verify
the effectiveness of the proposed model. The scheduling
model proposed in this study is Case 3.4, which considers
frequency security constraints as well as FR capabilities
from BES and WTG under the PURM and PRM. Case 1 is
compared with other cases to reflect the impact of frequency

max

security constraints. Cases 2.1-2.4 and Cases 3.1-3.4 are set
to compare different strategies of FR from BES and WTG.
The simulations are carried out on a computer with an Intel
Core 19 processor running at 3.9 GHz with 64 GB of memo-
ry. The optimal scheduling model is solved with the GURO-
BI package in MATLAB R2022b.

TABLE 1
PARAMETERS OF SGS

Capacity of each Variable cost

Start-up cost ~ Shut-down cost  Inertial constant Frequency droop

$G type unit (MW) Number of units ($/MWh) ($/MW) (S/MW) () coefficient (p.u.)
Gl 500 6 22 8 8 9.6 20
G2 400 8 25 6 6 8.3 20
G3 300 8 30 4 4 6.7 20
G4 250 8 32 4 4 6.9 20
TABLE I 1) Effectiveness of Frequency Security Constraints in Sched-
CASES SETTINGS uling
Imposing frequency security constraints into the model,
Case [requency security  FR provided = WTG under  WTG under  he frequency dynamic indices of the system satisfy the secu-
constraints by BES PRM PURM . . el
" » » » » rity cqnstramts. Extra FR capabhlht{es are needed so that the
operation cost of the system will increase. In Case 2.1, the
21 v ) ) ) FR capabilities from WTG and BES are not included, and
22 v x * ! the system needs more SGs to ensure the frequency security.
23 v x v % Due to the minimum technical output limit of SGs, RE can-
2.4 J x J J not be fully consumed, and the RE -curtailment rate is
3.1 J J x x 8.04%. The operation cost of Case 2.1 is 2553.56 k$, which
32 N N % N means that 13.70% of the extra cost is needed for frequency
33 N N J x security.
3.4 J J J VJ 2) Effectiveness of Support from Multi-source Converters in
Frequency-constrained Scheduling Model
With further consideration of the FR capabilities from
B. Results

The economic results of the above cases and their frequen-
cy response indices under the most serious scheduling period
are shown in Table III. The operation cost of Case 1 is the
lowest (2245.96k$), and the power from RE can be fully
consumed. However, the maximum ROCOF, frequency na-
dir, and steady-state frequency after contingency are 0.6227
Hz/s, 49.08 Hz, and 49.55 Hz, respectively, which violate
the constraints.

TABLE III
ECONOMIC RESULTS AND FREQUENCY RESPONSE INDICES OF DIFFERENT
CASES

Case  Cost (k$) cgsxttr(% o Cuzgl)lmem R((I){ng)F (i) (ﬁz)

1 2245.96 0 0 0.6227  49.08 49.55
2.1 2553.56 13.70 8.04 0.3401 4941 49.74
22 243324 8.34 6.08 03121 4940 49.72
23 2353.80 4.80 2.86 0.4000 49.40 49.71
2.4 2321.60 3.37 1.63 0.4000  49.40 49.70
3.1 2271.27 1.13 0.72 03798  49.40 49.70
32 225490 0.40 0.09 03213 49.40 49.70
33 2259.54 0.60 0.19 0.4000 49.40 49.70
34 225397 0.36 0.08 0.4000  49.40 49.70

WTG and BES, the FR demand from SGs can be reduced.
The starting capacity of SGs can be determined more flexi-
bly to consume more power from RE, making the system
more economical. When BES does not provide FR, if WTG
participates in FR through the PURM (Case 2.2) or PRM
(Case 2.3), the operation cost will be reduced to 2433.24 k$
and 2353.80 k$, respectively. In Case 2.4, where WTG can
switch between the PRM and PURM flexibly according to
the system status, the cost will further reduce to 2321.60 kS$.
Compared with FR provided by WTG under a single PRM
or PURM, flexible switching between the PRM and PURM
can make the system more economical. In the cases where
the FR from BES is considered, the costs further drop to
2271.27 k$ (Case 3.1), 2254.90 k$ (Case 3.2), 2259.54 k$
(Case 3.3), and 2253.97 k$ (Case 3.4) with different FR
modes from WTG, respectively. In the proposed Case 3.4,
which coordinates FR capabilities from BES and WTG un-
der both the PURM and PRM, frequency security constraints
can be perfectly satisfied, sacrificing only 0.36% in extra
cost compared with Case 1.

Compared with Case 2.1 where only the frequency sup-
port from the SGs is modeled, the consideration of support
from multi-source converters (Case 3.4) reduces system
costs from 2553.56 k$ to 2253.97 k$. The introduction of
frequency support from multi-source converters reduces the
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cost of the frequency-constrained scheduling model by
11.73%.
3) Frequency Response Characteristics

Figures 8 and 9 show the frequency dynamic indices after
contingency during each scheduling period in the RE scenar-
io with the highest probability. The case where frequency
constraints are not considered (Case 1) will lead to insecuri-
ty after contingency, especially during 11:00-17:00 when the
amount of available power from RE is large and several SGs
are shut down. The proposed Case 3.4 can arrange for more
SGs and other FR resources to be online to provide the re-
quired frequency support, making the system meet the fre-
quency security constraints.
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Fig. 8. Frequency dynamic characteristics of Case 2.3 and Case 2.4 com-
pared with Case 1.
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Fig. 9. Frequency dynamic characteristics of Case 3.3 and Case 3.4 com-
pared with Case 1.

4) Inertia Composition

The inertia composition during each scheduling period of
the system is shown in Fig. 10. After contingency, the RO-
COF of the system is directly related to the comprehensive
inertia A"

As shown in (56), if BES does not participate in FR
(Case 1 and Cases 2.1-2.4), H*" of the system shall not be
less than 5 s to meet the ROCOF constraint, i.e.,

P, fo B 800 x50
ROCOF ~ 2x10000x0.4

max, set

HSYS >

XY

sys

=5s

(56)
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Fig. 10. Inertia composition during each scheduling period. (a) Case 1. (b)
Case 2.3. (c¢) Case 2.4. (d) Case 3.3. (e) Case 3.4.

In Case 1, WTG and BES do not participate in FR, and
the inertia provided by SGs of the system cannot meet the
ROCOF constraints. There is no wind power curtailment in
Case 1. The reserved wind power needed for FR is shown in
Fig. 11. In Case 2.3, WTG provides virtual inertia for the
system through the PRM to ensure sufficient frequency iner-
tia in the system. However, this will lead to a large amount
of wind curtailment, which will conspicuously reduce the
economy of the system. In Case 2.4, WTG can provide cer-
tain virtual inertia through the PRUM to reduce the required
reserved power of WTG under the PRM and save the opera-
tion cost of the system to a certain extent.
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Fig. 11. Reserved wind power needed for FR. (a) Case 2.3. (b) Case 2.4.

(c) Case 3.3. (d) Case 3.4.

In Case 3.3 and Case 3.4, the BES can increase its output
power instantaneously as soon as contingency occurs to re-
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duce the imbalanced power. The required comprehensive in-
ertia of the system to meet the ROCOF constraints is re-
duced, and the demand for reserved wind power decreases.

C. Discussion

1) Accuracy of Linearization Constraints for Frequency Na-
dir

Figure 12 shows the effects of the proposed method for
improving the approximation accuracy of the linearized fre-
quency nadir constraints in Case 3.4. Note that focus on the
accuracy of frequency nadir constraints, ROCOF constraints
and steady-state frequency constraints are removed here. So
that the accuracy of frequency nadir constraints is focused
on. As shown in Table IV, compared with the original linear-
ization method where the domain of definition of y is set to
a fixed value in advance, the improved linearization method
can adaptively cut the domain of definition of y and improve
the approximation accuracy. The linearized frequency nadir
constraints of the original linearization method limit the fre-
quency nadir to above 49.4084 Hz in the scheduling model,
which is 0.0084 Hz higher than the setting (49.4000 Hz).
The improved linearization method reduces the linearization

error to 0.0007 Hz and lowers the operation cost from
2251.41 k$ to 2250.01 kS.

49.46¢ ===0Original linearization method S
4945k Improved linearization method ,/.:'
T ——Frequency nadir threshold / s
/S

49.44 \ S
< s /.
E . \‘ 4 .:
>.49.43} N\ S
E PN R ol
2 4942} A S
g ' "‘. \s &l ".
= o, N 494084 Hz .~

49.41} ., e

49.40} e ggentt

49.4007 Hz
4939 . . . . . )
2.5 3.0 3.5 4.0 4.5 5.0 5.5
Time after contingency (s)
Fig. 12. Effects of proposed method for improving approximation accura-

cy of linearized frequency nadir constraints.

TABLE IV
COMPARISON OF ORIGINAL AND IMPROVED LINEARIZATION METHODS

Linearization . Frequency nadir error of
method Cost (k$) Jnaair (HZ) linearization (Hz)
Original 2251.41 49.4084 0.0084

Improved 2250.01 49.4007 0.0007

2) Impacts of Installed BES Power on Economic Results
Figure 13 shows the impacts of installed BES power on
the operation cost in Cases 1, 2.4, and 3.4. The increment of
installed BES power has a very small impact on the reduc-
tion of operation cost in Case 1 where frequency security
constraints are not considered and Case 2.4 where BES does
not provide FR. In Case 3.4 where FR capabilities from the
BES are modeled, the operation cost of the system decreases
significantly with increasing installed BES power. This
shows that participating in emergency frequency support can
effectively improve the marginal revenue of BES construc-
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tion in the frequency-constrained scheduling model.
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Fig. 13. Total operation costs in Cases 1, 2.4, and 3.4 with different in-
stalled BES power.

3) Impacts of Wind Penetration on Economic Results

The cost increments of Cases 2.3, 2.4, 3.3, and 3.4 com-
pared with Case 1 under different wind power penetrations
are shown in Fig. 14. When the proportion of wind power is
less than 40%, Cases 3.3 and 3.4 have the same operation
cost as Case 1, which means that frequency security con-
straints do not bring additional cost. With the rise of wind
power penetration, the operation cost increment caused by
frequency security constraints becomes more obvious. The
proposed Case 3.4 can guarantee frequency security within
less than 4% of the extra cost in a system with a wind pow-
er penetration of 60%.
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Fig. 14. Cost increment compared with Case 1 under different wind power
penetrations.

VI. CONCLUSION

Frequency support from multi-source converters is neces-
sary to maintain frequency security in power systems with
high RE penetration. FR performance is related to the work-
ing states, operation modes, and parameters of the convert-
ers, and it is essential to coordinate these variable factors. In
this paper, we establish an integrated frequency-constrained
scheduling model considering the coordination of variable
FR capabilities from multi-source converters. The operation
states and FR capabilities of converter-based WTG and BES
are modeled and integrated into the frequency dynamic func-
tions. By linearizing frequency security constraints, the
scheduling model is converted to a standard MILP problem.

Numerical results validate the effectiveness of the pro-
posed methods and indicate the three following points.

1) The system can ensure frequency security at the lowest
additional cost by coordinating the operation state and FR
parameters of WTG and BES. The consideration of frequen-
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cy support from multi-source converters reduces the cost of
the frequency-constrained scheduling model by 11.73%.

2) Flexible adjustment of FR parameters and strategies
can guarantee sufficient FR capabilities during each schedul-
ing period so that the frequency dynamic will not violate the
security boundaries under contingency.

3) Frequency security constraints become more difficult to
meet with an increasing proportion of WTG. The proposed
method can ensure frequency security within less than 4%
extra cost for a test system with WTG penetration of 60%.

As frequency support can be conducted between the pow-
er grids connected through voltage source converter based
HVDC (VSC-HVDC), the coordinated FR capabilities with
VSC stations require attention in future studies. Future
works should consider the frequency support of grid-forming
converters. In addition, as frequency dynamics often accom-
pany voltage fluctuations, the management of reactive power
and voltage in a stability-constrained scheduling model de-
serves further attention.
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