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Quick Hosting Capacity Evaluation Based on 
Distributed Dispatching for Smart Distribution 
Network Planning with Distributed Generation

Bing Sun, Ruipeng Jing, Leijiao Ge, Yuan Zeng, Shimeng Dong, and Luyang Hou

Abstract——The smart distribution network (SDN) is integrat‐
ing increasing distributed generation (DG) and energy storage 
(ES). Hosting capacity evaluation is important for SDN plan‐
ning with DG. DG and ES are usually invested by users or a 
third party, and they may form friendly microgrids (MGs) and 
operate independently. Traditional centralized dispatching meth‐
od no longer suits for hosting capacity evaluation of SDN. A 
quick hosting capacity evaluation method based on distributed 
optimal dispatching is proposed. Firstly, a multi-objective DG 
hosting capacity evaluation model is established, and the host‐
ing capacity for DG is determined by the optimal DG planning 
schemes. The steady-state security region method is applied to 
speed up the solving process of the DG hosting capacity evalua‐
tion model. Then, the optimal dispatching models are estab‐
lished for MG and SDN respectively to realize the operating 
simulation. Under the distributed dispatching strategy, the dual-
side optimal operation of SDN-MGs can be realized by several 
iterations of power exchange requirement. Finally, an SDN with 
four MGs is conducted considering multiple flexible resources. 
It shows that the DG hosting capacity of SDN oversteps the 
sum of the maximum active power demand and the rated 
branch capacity. Besides, the annual DG electricity oversteps 
the maximum active power demand value.

Index Terms——Smart distribution network (SDN), microgrid, 
hosting capacity, multi-objective optimization, distributed opti‐
mal dispatching, flexible resource.

NOMENCLATURE

α1 0-1 variable denoting microgrid (MG) is in 
the state of purchasing power

α2 0-1 variable denoting MG is in the state of 
selling power

αI
ji Coefficient of active power injection of node i 

considering the upper current limit of node j
αVm

ji Coefficient of active power injection of node i 
considering the lower voltage limit of node j

αVM
ji Coefficient of active power injection of node i 

considering the upper voltage limit of node j
β1 0-1 variable denoting smart distribution net‐

work (SDN) is in the state of purchasing pow‐
er

β2 0-1 variable denoting SDN is in the state of 
selling power

β I
ji Coefficient of reactive power injection of 

node i considering the upper current limit of 
node j

βVm
ji Coefficient of reactive power injection of 

node i considering the lower voltage limit of 
node j

βVM
ji Coefficient of reactive power injection of 

node i considering the upper voltage limit of 
node j

γOLTC
st 0-1 variable denoting on-load tap changer 

(OLTC) gear at time t
ε Convergence residuals
ηES1cha, ηES1dis Charging and discharging coefficients of dis‐

tributed energy storage (ES)
η2 Loss coefficient of centralized ES

λC The maximum change times of capacitor bank 
(CB) during a dispatching period

ΩSSSR Steady-state security region (SSSR) of SDN
DP PV'

i Updated capacity of photovoltaic (PV) at node 
i considering distributed ES

DPx Installed capacity of distributed generation 
(DG) at node i in the initial scheme

DP im
N Installed capacity of PV at node i considering 

the lower voltage limit of node N
DP iM

N Installed capacity of PV at node i considering 
the upper voltage limit of node N

DP i
I Installed capacity of PV at node i considering 

branch current
DP i

V Installed capacity of PV at node i considering 

Manuscript received: September 24, 2022; revised: February 1, 2023; accept‐
ed: March 28, 2023. Date of CrossCheck: March 28, 2023. Date of online publi‐
cation: June 1, 2023. 

This research was supported in part by the State Grid Scientific and Techno‐
logical Projects of China (No. SGTYHT/21-JS-223), in part by the National Nat‐
ural Science Foundation of China (No. 52277118), in part by the Tianjin Sci‐
ence and Technology Planning Project (No. 22ZLGCGX00050), and in part by 
the 67th Postdoctoral Fund and Independent Innovation Fund of Tianjin Univer‐
sity in 2021.

This article is distributed under the terms of the Creative Commons Attribu‐
tion 4.0 International License (http://creativecommons.org/licenses/by/4.0/).

B. Sun, R. Jing, L. Ge (corresponding author), and Y. Zeng are with the 
School of Electrical and Information Engineering, Tianjin University, Tianjin 
300072, China (e-mail: sunbing@tju.edu.cn; rpjing@tju.edu.cn; legendglj99@tju.
edu.cn; zengyuan@tju.edu.cn).

S. Dong is with State Grid Corporation of China, Beijing, China (e-mail: 
18722131151@163.com).

L. Hou is with the School of Computer Science (National Pilot Software En‐
gineering School), Beijing University of Posts and Telecommunications, Beijing, 
China (e-mail: luyang.hou@bupt.edu.cn).

DOI: 10.35833/MPCE.2022.000604

128



SUN et al.: QUICK HOSTING CAPACITY EVALUATION BASED ON DISTRIBUTED DISPATCHING FOR SMART DISTRIBUTION...

node voltage
DP PV

i Installed capacity of PV at node i considering 
node voltage and branch current

Dt Simulation timestep, i.e., 1 hour
DU Total system voltage deviation
bit 0-1 variable denoting the used CB number at 

node i at time t
C1 Equal annual investment and maintenance 

costs of PV and distributed ES
C2 Interaction cost with higher voltage power grid
C3 Grid loss cost
C4 Compensation cost to demand response (DR) 

user
C5 Operation cost of centralized ES
CES1 Operation cost of charging/discharging 1 kWh 

electricity of distributed ES
CES2 Operation cost of charging/discharging 1 kWh 

electricity of centralized ES
Ct Cost of 1 kWh grid loss at time t
Ctotal Sum of C1, C2, C3, C4, and C5

Ct,buy Price of purchasing electricity at time t
Ct,sell Price of selling electricity at time t
Ct,DR Subsidy cost of load reduction at time t
Cun,PV Unit investment cost of PV
Cun,ES1 Unit investment cost of distributed ES
d1 The lower limit factor of transferable load
d2 The upper limit factor of transferable load
D Set of DR users
day Index of day
E Branch set of SDN
EES1 Installed capacity vector of distributed ES
EES1 Total installed capacity of distributed ES in 

distribution system
E ES1

i Installed capacity of distributed ES at node i
E ES2

i Installed capacity of centralized ES at node i
E ES1

it Electric energy of distributed ES at node i at 
time t

E ES2
it Electric energy of centralized ES at node i at 

time t
E ES1

i1 Electric energy of distributed ES at node i at 
the initial time of a dispatching period

E ES1
iT Electric energy of distributed ES at node i at 

the end time of a dispatching period
E ES2

i1 Electric energy of centralized ES at node i at 
the initial time of a dispatching period

E ES2
iT Electric energy of centralized ES at node i at 

the end time of a dispatching period
E ES2l

it Electric energy loss of centralized ES at node 
i at time t

H(i) Set of nodes that connected with node i
Iij,max The upper limit of branch current

I͂ijt Square value of branch current at time t
k1 Weight coefficient of economy

k2 Weight coefficient of node voltage deviation
kinv,ES1 Equal annual value coefficient of distributed 

ES investment
kinv,PV Equal annual value coefficient of PV invest‐

ment
kmax Square value of the upper limit for OLTC gear
kmim Square value of the lower limit for OLTC gear
komES1 Equal annual value coefficient of distributed 

ES maintenance
komPV Equal annual value coefficient of PV mainte‐

nance
ks Square value of gear s subtracts s - 1
ksoc,m1 Lower limit of state of charge (SOC) for dis‐

tributed ES
ksoc,M1 The upper limit of SOC for distributed ES
ksoc,m2 The lower limit of SOC for centralized ES
ksoc,M2 The upper limit of SOC for centralized ES
kt The square value of OLTC gear at time t
nC

it Number of CBs used at node i at time t
nC

imax The upper limit for number of CBs used at 
node i

nC
imin The lower limit for number of CBs used at 

node i
N Total node number in SDN
Nint Nodes connected with PV in SDN
Pi Active power at node i
P m

i The lower limit of active power injection at 
node i

P M
i The upper limit of active power injection at 

node i
P cap

max The upper limit for total installed capacity of 
PV

PPV Installed capacity vector of PV
PPV Total installed capacity of PV in SDN
P PV

i Installed capacity of PV at node i
P ES1cha

it , P ES1dis
it Charging and discharging power of distributed 

ES at node i at time t
P ES1

imax The upper limit for active power of distributed 
ES

P ES2
it Discharging power of centralized ES at node i 

at time t
P line

itbuy Power purchased by MG at node i at time t
P line

itsell Power sold by MG at node i at time t
P net

itbuy Power purchased by SDN at time t
P net

itsell Power sold by SDN at time t
P tra

tbuy Power purchased from the higher voltage pow‐
er grid by SDN at time t

P tra
tsell Power sold to the higher voltage power grid 

by SDN at time t
P load

it Adjusted power demand at node i at time t
P ORG

it Original power demand at node i at time t
P PV

it Equivalent PV output at node i at time t con‐
sidering distributed ES

P PV
itmax Predicted PV output at node i at time t
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Pji,t Active power flow from node j to node i at 
time t

P SOP
mit Active power flow from node m to node i at 

time t by soft open point (SOP)
Qi Reactive power at node i
Qm

i The lower limit of reactive power injection at 
node i

QM
i The upper limit of reactive power injection at 

node i
QC

i Capacity of one CB at node i

QC
it Reactive power output of CB at node i at time 

t
QES2

it Reactive power output of centralized ES at 
node i at time t

QES2
imax The upper limit for reactive power output of 

centralized ES at node i
Qload

it Reactive power demand at node i at time t

QSVG
it Reactive power output of static var generator 

(SVG) at node i at time t
QSVG

imax The upper limit for reactive power adjustment 
of SVG at node i

Qji,t Reactive power from node j to node i at time t
QSOP

mit Reactive power from node m to node i at time 
t by SOP

R Equivalent resistance between MG and SDN
rij Branch resistance between node i and node j
S(i) Set of nodes connected with node i by SOP
S ES2

i Apparent capacity of centralized ES at node i
S SOP

i Apparent capacity of SOP
T A simulation period
ui,t Voltage deviation at node i at time t
Ui,t Voltage at node i at time t
Uirated Rated value of voltage at node i

U͂it Square value of voltage at node i at time t
Ui,min The lower limit of voltage at node i
Ui,max The upper limit of voltage at node i
xβ Vector of node injection power
xij Branch reactance between node j and node i

I. INTRODUCTION 

CHINA is rapidly expanding its distributed photovoltaic 
(PV) infrastructure [1], [2]. The evaluation of the host‐

ing capacity for distributed generation (DG) is significant to 
guide the smart distribution network (SDN) to develop re‐
newable energy. DG is often combined with distributed ener‐
gy storage (ES) to integrate the distribution network in the 
form of microgrid (MG). However, the MGs are often invest‐
ed by third-party companies. For privacy, the MG equipment 
cannot be dispatched by the distribution system operator 
(DSO) directly. The observability and controllability of the 
SDN decrease significantly, which might present a risk to 
the safe and economic operation [3], [4]. In the future, there 
will be a lot of flexible resources integrated into the SDN, 
e.g., soft open point (SOP) and demand response (DR), and 

they are complexly coupled together. Under the above com‐
plex background, more and more scholars begin to pay atten‐
tion to the research on the DG hosting capacity of SDN. The 
research results can guide the installed capacity of DG in a 
distribution network.

For a certain distribution network (network topology and 
load characteristics are known), the access subject can maxi‐
mize the benefits in the energy interaction process in a long-
time scale to the maximum extent, on the premise of meet‐
ing a series of constraints such as power balance, capacity 
constraints, and operation security and stability [5], [6]. Cur‐
rently, the capacity of the access subject is recorded as the 
hosting capacity of SDN. In other words, the DG hosting ca‐
pacity of an SDN is determined by the optimal installed ca‐
pacity and location of DG. Various models with different 
characteristics have been designed and investigated by re‐
searchers to evaluate the DG hosting capacity. A hierarchical 
optimization planning model was established in [7]. Grid 
loss cost, line investment cost, electricity purchase cost, and 
carbon emission cost were considered when evaluating the 
PV hosting capacity. In [8], a robust optimization model was 
proposed for evaluating the PV hosting capacity with spatio‐
temporal correlation. A two-layer coordination optimization 
planning model for distributed ES was proposed in [9]. A 
hosting capacity evaluation model was proposed for integrat‐
ed energy system planning with DG considering both the 
DG output uncertainties and carbon emission punishments 
[10]. However, in the above optimization planning models, 
only the economy or voltage quality has been considered as 
the objective function items, and the comprehensive consid‐
eration should be included in the modeling. The impacts 
from the coordination action of ES and curtailing peak DG 
output were also ignored.

Economy and voltage quality parameters are both the key 
indicators in terms of the hosting capacity evaluation. These 
parameters must be obtained through sequential operation 
simulation, which can be divided into centralized optimiza‐
tion method [11], [12] and distributed optimization method 
[13], [14]. It is true that the centralized optimization method 
is often used for current distribution network operation simu‐
lation. The premise of centralized dispatching is that all 
equipment is modeled in a whole model. However, the DGs 
integrated into the distribution network are often invested by 
third-party companies. Besides, the communication delays 
and single-point failure are restricting the development of 
centralized optimization method. As such, the centralized op‐
timization method is not always suitable for the SDN with 
multiple MGs [15]. Moreover, the load demand for real-time 
dispatching cannot be satisfied with a high proportion of re‐
newable energy integration [16], [17]. Therefore, the archi‐
tecture of distribution energy management system has 
changed from centralized dispatching to distributed dispatch‐
ing. In order to realize the coordination optimization of 
SDN-MGs, an equivalent model based on non-iterative solu‐
tion was studied for the first time in [18]. In [19], a two-lay‐
er model was established and solved by analytical target cas‐
cading. To realize the dual-side optimal operation of SDN-
MGs, a changable penalty factor strategy was proposed to 
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ensure the model convergence [20]. However, the existing re‐
search often uses the traditional penalty factor strategy to 
minimize the difference between the optimization results of 
the MGs and the objectives provided by the SDN. Formulat‐
ing appropriate penalty factor is difficult and the fast conver‐
gence of the optimization results cannot be guaranteed. The 
dual-side optimality of SDN-MGs is difficult to be obtained.

In a DG hosting capacity evaluation model, many con‐
straints in the power grid must be taken into consideration, 
e.g., nonlinear power flow constraints. The node voltage and 
branch capacity are key factors limiting the development of 
renewable energy [21]. In addition, with the development of 
SDNs, ever-increasing amounts of flexible resources will 
need to be integrated into power systems in the future. This 
will lead to a sharp increase in the dimension of decision 
variables in the DG hosting capacity evaluation model. Get‐
ting the global optimal solution quickly has become a wide‐
spread concern of scholars. The optimal location and capaci‐
ty of DG were achieved by genetic algorithm in [22]. An im‐
proved binary particle swarm optimization algorithm based 
on chaos optimization was proposed in [23]. However, many 
infeasible populations may be generated by the above intelli‐
gent algorithms. The power flow calculation must be repeat‐
ed and the calculation speed was relatively low. In [24], the 
power flow equality constraints were relaxed into inequality 
constraints by second-order cone relaxation (SOCR); for a ra‐
dial distribution network, the global optimality could be 
proven. Using SOCR, [25] relaxed non-convex power flow 
constraints and proposed a two-stage optimization solution 
method. Moreover, the active power, reactive power, and ap‐
parent capacity of ES and SOP can be modeled in the form 
of cone. Scholars are trying to model more devices into the 
form of cone.

In the future, there will be many flexible and adjustable 
resources such as ES and SOP in the SDN, which can im‐
prove the DG permeability. This means that their addition 
can improve the DG hosting capacity of SDN. Distributed 
ES can stabilize the fluctuation of DG output and improve 
the SDN flexibility [26]. The feasibility of DG construction 
with ES in an SDN in Brazil was evaluated in [27]. To 
make full use of rural rooftop solar resources, [28] improved 
the utilization efficiency of renewable energy through the co‐
ordinated planning of DG and distributed ES. A residential 
ES system was used in [29] to absorb PV peak output and 
reduce the peak-shaving pressure in an SDN. A centralized 
ES was utilized to stabilize the power fluctuations between a 
renewable energy station and the power grid in [30]. Both 
power supply costs and pollutants could be reduced. In addi‐
tion, the advanced power electronic devices play an impor‐
tant role in the network [31], [32]. In terms of load, the 
matching degree between DG output and load demand could 
be improved by formulating a dynamic DR compensation 
scheme [33], [34]. Therefore, various flexible resources 
should be considered when evaluating the DG hosting capac‐
ity.

To sum up, existing research on DG hosting capacity eval‐
uation methods in SDNs still has the following shortcomings.

1) The effects of multiple flexible resources on hosting ca‐
pacity increase are not considered comprehensively, and the 

coordination action of ES and the curtailment of the DG 
peak output are ignored.

2) In the operation simulations of SDN-MGs, the MG op‐
eration privacy cannot be simply achieved by the centralized 
dispatching method. Furthermore, the distributed optimiza‐
tion methods based on penalty factors often have the prob‐
lem of blindness in the selection of penalty factors.

In this paper, a quick hosting capacity evaluation method 
for SDN planning with DG is proposed. When evaluating 
the DG hosting capacity, the DG and distributed ES are inte‐
grated to SDN in the form of MG. A multi-objective DG 
hosting capacity evaluation model is established. The sub-
cost value of the objective function is determined based on 
the sequential operation of SDN-MGs. To protect the MG 
operation privacy, a new distributed dispatching method is 
used to optimize the MG and SDN operation. And the dual-
side optimal operation is realized through a few iterations of 
interactive power information on the upper limit of tie line. 
To decrease the calculation time for the optimal DG plan‐
ning schemes, the steady-state security region (SSSR) of 
SDN is utilized to formulate the initial planning scheme. 
The highlights of this paper are as follows.

1) A multi-objective DG hosting capacity evaluation mod‐
el is established. The DG hosting capacity of SDN is deter‐
mined by the optimal DG planning schemes.

2) The SSSR is introduced to formulate the initial plan‐
ning scheme of DGs to speed up the solving process.

3) The MG operation privacy is protected by the proposed 
distributed dispatching method. The dual-side optimal opera‐
tion of SDN-MGs is realized through a few iterations to ex‐
change the upper limit of power.

4) The DG hosting capacity is analyzed when the SDN is 
integrated with different flexible resources.

The rest of this paper is arranged as follows. Section II de‐
scribes the optimization planning model of DG. Section III 
describes the calculation method for the system operation 
economic benefits based on distributed optimal dispatching. 
Section IV provides the hosting capacity evaluation results 
for DG in the SDN using the proposed method; for valida‐
tion, it also makes a comparison with benchmark dispatch‐
ing methods. Section V provides some conclusions of this 
paper.

II. OPTIMIZATION PLANNING MODEL OF DG 

A. Multi-objective Optimization Planning Model

In the process of DG hosting capacity evaluation, the eco‐
nomic benefits and safe operation should be considered. 
From the perspective of economy, the equipment investment 
costs and the economic benefits from the system operation 
should be considered. The node voltages and branch currents 
should also be limited within the safe range.
1)　Objective Function of DG Hosting Capacity Evaluation

It is assumed that there are N nodes in the SDN. The opti‐
mization objective of the hosting capacity evaluation model 
is obtaining the optimal installed capacity vector of PV PPV =
[P PV

1 P PV
2 ...P PV

N ] and the installed capacity vector of distrib‐
uted ES EES1 =[E ES1

1 E ES1
2 ...E ES1

N ].
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2) Costs
The investment and maintenance costs of PV and distribut‐

ed ES can be considered by the equal annual value method. 
The operation costs include the electricity purchase cost, 
electricity sale benefit, grid loss cost, compensation cost to 
DR users, and operation cost of centralized ES. The total 
cost Ctotal could be achieved by (1). The index of annual eco‐
nomic benefit, i. e., the opposite of Ctotal, is used later. For 
the DR, this paper considers the DR users of translational 
load [35]. The compensation cost C4 can be calculated by 
multiplying the load shedding by the compensation 
price Ct,DR.
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Ctotal =C1 + ∑
day = 1

365 ∑
t = 1

T

(C2 +C3 +C4 +C5 )

C1 = (kinvPV + komPV )CunPV∑
i = 1

N

P PV
i +

(kinvES1 + komES1 )CunES1∑
i = 1

N

E ES1
i

C2 = (Ctbuy P tra
tbuy -Ctsell P

tra
tsell )Dt

C3 =∑
ijÎE

I͂ijtrijCtDt

C4 =CtDRDt∑
iÎD

|| P load
it -P ORG

it /2

C5 =CES2Dt∑
i

|| P ES2
it

(1)

3)　Node Voltage Quality
Node voltage deviation should also be considered by the 

DSO. DU is introduced by:

DU =∑
t = 1

T∑
i = 1

N

|Uit -Uirate| Dt (2)

Limited by the distribution of natural resources, the total 
installed capacity of PV can be denoted as:

PPV =∑
i = 1

N

P PV
i £P cap

max (3)

where P cap
max depends on the available land area, terrain, distri‐

bution of wind/solar resource, wind direction/solar radiation 
angle, and other factors of the project.

Economy and voltage quality should be considered com‐
prehensively when planning distributed resources. However, 
only the equipment investment cost can be obtained directly 
according to the planning scheme of distributed resources. 
The remaining items should be obtained through sequential 
operation simulation, and the optimal planning scheme must 
be determined according to the simulation results.

B. Initial Planning Scheme

PPV with high dimensions is a continuous variable. Com‐
pared with randomly generated methods, some inspired infor‐
mation can be used to generate better initial DG installed 
schemes. In this paper, the SSSR of SDN is introduced to 
solve the DG hosting capacity model quickly. The SSSR is 
used to describe the steady-state security constraints, e. g., 
node voltage constraints, in the form of region. The detailed 
formula derivation process could be found in [36]. Formula 
(4) describes the SSSR where the SDN can operate safely.

ΩSSSR 
ì
í
î

xβ
|

|

|
||
|∑

i = 1

N

(αVM
ji Pi + β

VM
ji Qi ) £ 1∑

i = 1

N

(αVm
ji Pi + β

Vm
ji Qi ) £ 1

-1 £∑
i = 1

N

(αI
ji Pi + β

I
jiQi ) £ 1P m

i £Pi £P M
i Q

m
i £Qi £QM

i

ü
ý
þ

(4)

When no curtailment is allowed, the initial DG installa‐
tion scheme is the minimum distance between the system op‐
eration point and the SSSR boundary. Constrained by the up‐
per limit of voltage at node 1, the initial DG installed 
scheme of node i can be denoted as:

DP iM
1 =

ì

í

î

ï
ïï
ï

ï
ïï
ï

1 -∑
i = 1

N

(αVM
1i Pi + β

VM
1i Qi )

αVM
1i

αVM
1i > 0

+¥ αVM
1i < 0

  (5)

Constrained by the voltage operation range of N nodes in 
an SDN, the initial installed capacity of DG at node i can be 
similarly calculated, which are recorded as DP iM

1 , DP im
1 ,  

DP iM
2 , DP im

2 ,, DP iM
N , DP im

N . Therefore, constrained by the 
upper and lower limits of all node voltages, the initial in‐
stalled capacity of DG at node i can be calculated as:

DP i
V =min{DP iM

1 DP im
1 DP iM

2 DP im
2 DP iM

N DP im
N } (6)

Similarly, constrained by the branch current limit, the ini‐
tial installed capacity of DG at node i can be achieved, 
which is regarded as DP i

I. To sum up, the initial DG in‐
stalled scheme of node i can be determined by:

DP PV
i =min{DP i

VDP i
I} (7)

During the normal operation of the SDN, the distributed 
ES is used to cut the peak and fill the valley, thereby im‐
proving the renewable energy permeability. The initial in‐
stalled capacity of DG at node i DP PV'

i  considering distribut‐
ed ES can be determined by the following model.

min∑
t = 1

T ( )P PV
it -

1
T∑t = 1

T

P PV
itmax

2

(8)

s.t.
ì

í

î

ï

ï

ï
ïï
ï
ï

ï

ï

ï

ï
ïï
ï
ï

ï

ï

ï

E ES1
it + 1 =E ES1

it - (ηES1dis P ES1dis
it - ηES1cha P ES1cha

it )Dt

ksocm1 E ES1
i £E ES1

it £ ksocM1 E ES1
i

0 £P ES1dis
it £P ES1

imax

0 £P ES1cha
it £P ES1

imax

P ES1cha
it -P ES1dis

it =P PV
itmax -P PV

it

E ES1
i1 =E ES1

iT

(9)

where P PV
it  is gradually adjusted until the smoothed maxi‐

mum PV output is equal to ∆Pi. The updated capacity of PV 
is DP PV'

i . Then, screen the grid integrated locations of DG, 
and allocate the capacity quota P cap

max to these nodes. The vec‐
tor [DP PV'

1 , DP PV'
2 ,, DP PV'

i ,, DP PV'
N ] can be obtained by cal‐

culating the initial DG installation schemes. The initial in‐
stalled capacity of DG at node x in the SDN can be denoted 
as:

DPx =
P cap

maxDP PV'
x

∑
i = 1

Nint

DP PV'
i

(10)
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III. CALCULATION METHOD OF SYSTEM OPERATION 
ECONOMIC BENEFIT BASED ON DISTRIBUTED DISPATCHING 

A. Information Exchange Process in Distributed Dispatching 
Method

The control authority of distributed DG and ES belongs to 
the MG control centers. In contrast, the dispatching schemes 
of centralized ES and other equipment are determined by 
SDN DSO. The dispatching goal of the MG is to obtain the 
maximum economic benefit using time-of-use (TOU) price. 
The economic benefit and voltage quality are both consid‐
ered by the DSO. The optimal operation of SDN-MGs can 
be realized by exchanging power upper limit information, as 
shown in Fig. 1.

The dual-side optimality of SDN-MGs can be achieved by 
exchanging the upper limits of tie line power. First, each 
MG control center formulates PV and ES dispatching 
schemes and reports the electricity purchase or sale require‐
ments to the DSO. The optimization dispatching of SDN is 
then conducted according to the MG electricity purchase or 
sale schemes. The dispatching results for the upper limits of 
tie line power are transferred to all MG control centers. Fi‐
nally, the MG control centers rearrange the ES and PV dis‐
patching schemes based on the information from the DSO. 
After a few iterations, the final dispatching schemes are ob‐
tained. The convergence criterion is given as:

∑
t = 1

T || P net
itbuy +P net

itsell -P line
itbuy -P line

itsell

P net
itbuy +P net

itsell

£ ε (11)

B. Optimization Dispatching Method of Distributed Resourc‐
es

1)　Optimization Dispatching Model of MG
Real-time electrical and information communication is es‐

tablished between the MGs and SDN. When the PV output 
is insufficient, the MG control center purchases electricity 
from the SDN and stores it in distributed ES. The optimiza‐
tion dispatching model of MG integrated into node i is 
shown in (12).
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T é

ë

ê
êê
ê
ê
ê
(Ctbuy P line

itbuy -Ctsell P
line
itsell ) +CES1 (P ES1dis

it +P ES1cha
it ) +

ù

û

ú
úú
ú
ú
ú( )Ctbuy

(P line
itbuy )2

U͂it

+Ctsell

(P line
itsell )

2

U͂it

R Dt

s.t.  (9)

       P line
itbuy -P line

itsell =P load
it -P PV

it -P ES1
it

       0 £P line
itbuy £ α1 P net

itsell

       0 £P line
itsell £ α2 P net

itbuy   
       0 £ α1 + α2 £ 1

(12)

In the above optimization dispatching model, the target is 
minimizing the electricity purchase cost, the distributed ES 
operation cost, and the power loss on the tie line, and maxi‐
mizing the economic profit of selling electricity. Aiming at 
the balance constraints of tie line power, it should be noted 
that electricity cannot be purchased and sold at the same 
time [37]. The operation constraints of distributed ES must 
be considered.
2)　Optimization Dispatching Model of SDN

In this subsection, the optimization planning objectives of 
distributed resources are analyzed in detail. The equipment 
investment cost, electricity purchase cost, electricity sale ben‐
efit, grid loss cost, compensation cost to DR user, operation 
cost of centralized ES, and node voltage quality are compre‐
hensively considered. The objective function can be obtained 
through sequential operation simulation, except for equip‐
ment investment cost. Therefore, the dispatching objective 
function of the SDN is denoted as:

min[k1 (C2 +C3 +C4 +C5 )+ k2DU] (13)

The basic active and reactive power balance should be 
met, as given by:

P net
itsell -P net

itbuy -P ES2
it =Pjit + ∑

mÎ S(i)

P SOP
mit - rij I͂ijt - ∑

kÎH(i)

Pikt -P load
it

(14)

Qload
it -QES2

it -QC
it -QSVG

it =Qjit + ∑
mÎ S(i)

QSOP
mit - xij I͂ijt - ∑

kÎH(i)

Qikt

(15)

The voltages of adjacent nodes should satisfy the voltage 
drop constraint, which is given as:

U͂jt = U͂it - 2(rij Pijt + xijQijt )+ (r 2
ij + x2

ij )I͂ ijt (16)

The branch currents and node voltages should be limited 
within the safe range:

ì
í
î

I͂ijt £ I 2
ijmax

U 2
imin £ U͂it £U 2

imax

(17)

The relationship among branch currents, node voltages, 
and branch active and reactive power can be denoted as:

 [2Pijt    2Qijt    I͂ijt - U͂it ]
T

2
£ I͂ijt + U͂it (18)

The apparent capacity and the active and reactive power 
of SOP meet the following cone formula.



 


[ ]P SOP

mit     Q
SOP
mit

T

2

£ S SOP
i (19)

SDN DSO

SOP

DR users

PV

MG control

SDN dispatching 

Centralized
monitoring

Superior

power grid
OLTC

Centralized

ES Ordinary
users

Ordinary
users

Reactive power
equipment

Power &
information

Autonomous
operation

Distrubuted ES

Load demand

MG control
center 1

PV

Distrubuted ES

Load demand

MG control
center 2

PV

Distrubuted ES

Load demand

MG control
center n

�

Information communication; Electrical communication

Fig. 1.　Information exchange process in distributed dispatching.
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When the SDN DSO lays down the upper limits of power 
information, the load demand of the MGs should be satisfied 
as far as possible. The exchange power of the SDN and 
MGs should meet the following constraints.

{0 £P net
itsell £P line

itbuy

0 £P net
itbuy £P line

itsell

(20)

The DSO can purchase electricity from or sell electricity 
to the higher-voltage power grid through a transformer. The 
exchanged power limits of the SDN and the superior grid 
can be denoted as:

ì

í

î

ïïïï

ïïïï

0 £P tra
tbuy £ β1 P tra

maxbuy

0 £P tra
tsell £ β2 P tra

maxsell

0 £ β1 + β2 £ 1
(21)

The root node voltage is determined by on-load tap chang‐
er (OLTC). Assuming that OLTC has s gears, the root node 
voltage meets the following constraints.

ì

í

î

ïïïï

ï
ïï
ï

kmin £ kt £ kmax

kt = kmin +∑
s

ksγ
OLTC
st

U 2
0t = ktU

2
0rate

(22)

Static var generator (SVG) can be adjusted continuously 
and can absorb reactive power or emit reactive power. The 
operation constraints of SVG are given by:

-QSVG
imax £QSVG

it £QSVG
imax (23)

The reactive power output of capacitor bank (CB) is relat‐
ed to the number of input groups, and there is an upper limit 
of changing time during a dispatching period. The operation 
constraints of CB are given by:
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ïï
ï

ï

ï

QC
it = nC

itQ
C
i

nC
imin £ nC

it £ nC
imax

nC
it - nC

it - 1 £(nC
imax - nC

imin )bit

nC
it - 1 - nC

it £(nC
imax - nC

imin )bit

∑
t = 1

T

bit £ λC

(24)

There is electricity loss during the charging and discharg‐
ing of ES. However, the ES control technology is becoming 
increasingly mature, and ES reactive power should also be 
considered, as given by:
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-QES2
imax £QES2

it £QES2
imax

(P ES2
it )2 + (QES2

it )2 £ S ES2
i

(P ES2
it )2 + (QES2

it )2 £
E ES2l

it

ηi

E ES2
it + 1 =E ES2

it - (E ES2l
it +P ES2

it )Dt

ksocm2 E ES2
i £E ES2

it £ ksocM2 E ES2
i

E ES2
i1 =E ES2

iT

(25)

The total power consumption of DR users during one dis‐
patching period remains unchanged. Relevant constraints are 
given by:

ì

í

î

ïïïï

ïïïï

∑
t = 1

T

P load
it =∑

t = 1

T

P ORG
it

d1 P ORG
it £P load

it £ d2 P ORG
it

(26)

Formula (27) is used to calculate the node voltage devia‐
tion of the SDN.

ì

í

î

ïïïï

ïïïï

uit ³ 0

uit ³ U͂it -U 2
imin

uit ³-U͂it +U 2
imax

(27)

The following optimization dispatching model of SDN is 
established as (28). The flow chart of specific distributed re‐
source planning is shown in Fig. 2. Both k1 and k2 used in 
the SDN dispatching model are 0.5.

ì
í
î

min[k1 (C2 +C3 +C4 +C5 )+ k2DU]

s.t.  (14)-(27)
(28)

IV. CASE STUDY 

A. Simulation Background

This subsection analyzes the IEEE 33-bus system with 
four MGs, as shown in Fig. 3. An MG is composed of dis‐
tributed PV and ES. Centralized ES and other equipment are 
integrated into a traditional distribution network. Nodes 23 
and 6 are equipped with translational loads, and all tradition‐
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Fig. 2.　Flow chart of distributed resource planning.
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al interconnection switches are replaced with SOPs. The 
MGs to be built are located at nodes 4, 9, 15, and 31. The 
capacity of distributed ES in each MG is 20% of DG. The 
distributed ES has a 0.5C charging or discharging ability, the 
loss coefficient is 0.02, and the initial state of charge (SOC) 
is 0.5. The investment costs of distributed PV and ES are 
4 ¥/kW and 2 ¥/kW, respectively. The centralized ES invest‐
ed by the SDN is located at node 29. This could store up to 
3 MWh; and the loss coefficient is 0.02 and the apparent ca‐
pacity is 3 MVA. The maximum reactive power output is 
600 kvar, and the initial electricity quantity is 500 kWh. CES1 
and CES2 are both 0.2 ¥/kWh. The capacities of CB at nodes 
2 and 24 are both 10×50 kvar. An SVG is located at node 
15 and its maximum adjustable range of reactive power is 
[-1,-1]Mvar. The rated capacity of the line is 5 MVA. The 
safe range of node voltage is [0.95, 1.05]p.u.. The apparent 
capacity of SOP is 1.5 MVA. The TOU price is shown in 
Fig. 4.

B. Analysis of MG Planning Schemes

1) Initial Planning Schemes
According to Section II, the initial PV planning scheme 

can be obtained based on the distance between the current 
operation point and SSSR boundary. The initial PV planning 
schemes can be directly affected by the current system opera‐
tion point. When the largest ratio operation point correspond‐
ing to the initial PV planning schemes is selected, the in‐
stalled capacity proportion of DG at the four nodes can be 
obtained. The main function of ES is smoothing PV output 
fluctuation. Therefore, the installed capacity proportion of 
DG is different from the initial capacity information directly 
obtained by SSSR when ES is considered. The initial DG 
planning schemes are given in Table I.

2) Analysis of Dispatching Schemes on a Typical Day
1) Dispatching schemes on a typical day
When PPV is 20 MW, a day-ahead economic dispatch is 

performed according to the initial DG planning schemes in 
Table I, following the distributed optimal dispatching meth‐
od in this paper. First, the MGs optimize and report the elec‐
tricity interaction requirement to the DSO. In the first optimi‐
zation of the MG at node 9, the upper limit of power interac‐
tion scheme is the rated capacity of tie line, i. e., 5000 kW, 
as shown by the blue bars in Fig. 5(a).

Then, the DSO verifies whether the reported electricity in‐
teraction requirement, as shown by the blue bars in Fig. 5(b), 
can be satisfied under security operation constraints. As 
shown in Fig. 6(a), the node voltage exceeds the limit, 
which is especially obvious during the noon period. There‐
fore, not all the electricity interaction requirement can be ful‐
ly satisfied. It is necessary to reasonably curtail some PV 
output. With (28), the DSO determines and passes the upper 
limits of tie line power, as shown by the orange bars in Fig. 
5(a), to the MG at node 9.
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TABLE I
INITIAL DG PLANNING SCHEMES

P cap
max (MW)

14

16

18

20

22

24

26

28

30

P PV
4  (kW)

6575

7525

8450

9400

10350

11300

12225

13175

14100

P PV
9  (kW)

3050

3475

3900

4350

4775

5200

5650

6080

6525

P PV
15  (kW)

1725

1980

2250

2500

2725

2970

3225

3465

3700

P PV
31  (kW)

2650

3020

3400

3750

4150

4530

4900

5280

5675
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After obtaining the upper limit of power, the MG at node 
9 reconducts the day-ahead optimization with (12). A new 
electricity interaction requirement is obtained and reported to 
the DSO again. The DSO repeats the above verification and 
gets the orange bars in Fig. 5(b). Iterative calculation is con‐
ducted according to the above logic until (11) is met. The fi‐
nal power upper limits of each MG emitted by the DSO are 
shown in Table II. So far, the node voltage distribution in 
Fig. 6(b) can be achieved.

The final dispatching schemes of all MGs are shown in 
Fig. 7. The initial electricity purchase or sale schemes formu‐
lated by the MG at node 4 are satisfied and P net

4tbuy is not lim‐
ited. However, P net

9tbuy, P net
15tbuy, and P net

31tbuy are limited due to 

their different installation locations. The electricity exchange 
plan between the SDN and superior grid, and the root node 
voltage are shown in Fig. 8.

2) Comparison of dispatching methods
The proposed distributed dispatching method is compared 

with centralized and independent dispatching methods. In 
the centralized dispatching method, all equipment of MGs 
and SDN is regarded as a whole. In the independent dis‐
patching method, MGs and SDN optimize themselves and 
there is no adjustment based on information exchange. The 
daily economic benefits obtained by the three dispatching 
methods are shown in Fig. 9.
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TABLE II
FINAL POWER UPPER LIMITS

Time

00:00-09:00

09:00-10:00
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Usually, the centralized dispatching method could obtain 
the best solution and is regarded as the benchmark. The dif‐
ference between the economic benefits obtained by the dis‐
tributed and centralized dispatching methods is within 1%. 
Therefore, the proposed distributed dispatching method 
could realize the dual-side optimality of SDN-MGs. While, 
there is an obvious gap between the economic benefits ob‐
tained by the independent dispatching method and others.

Compared with commonly used intelligent algorithm, a lot 
of power flow calculations can be avoided by the proposed 
SOCR solving method. An intelligent harmony search (HS) 
algorithm in [38], [39] is used as the comparison algorithm. 
The size of the harmony library is 50, the probability of tak‐
ing value from harmony library is 0.5, the fine-tuning proba‐
bility is 0.2, and the number of creations is 200. The total 
DG consumption rate during the whole dispatching period 
obtained by SOCR is obviously higher than that obtained by 
the HS algorithm, as shown in Table III. The calculation 
time of HS algorithm is much longer than that of SOCR 
method.

3) Optimization Planning Schemes Based on Equal Curtail‐
ment Ratio Principle

When PPV is 20 MW, the PV planning schemes can be for‐
mulated by the distributed dispatching method and the equal 
curtailment ratio principle. According to the method in this 
paper, the PV installed schemes can be obtained by gradual‐
ly adjusting the installed capacity of PV at four nodes until 
the equal curtailment ratio is met. Table IV provides the opti‐
mization process of installed capacity schemes for PV. The 
initial and optimal installed capacities of PV at each node 
are shown in Fig. 10. The final PV installed schemes are 
close to the initial one. It is found that the SSSR of SDN 
provides good heuristic information.

The optimal installed capacities of PV with different P cap
max 

are obtained according to the above planning method based 
on the equal curtailment ratio principle, as shown in Table 
V. The changing trends in annual economic benefits, consid‐
ering the continuous progress of renewable power technolo‐
gies and the continuous decrease in equipment prices, are 
shown in Fig. 11. The scatter under three different equip‐
ment costs (costs A, B, C) is fitted quadratically. The chang‐
ing trends in annual economic benefits are well reflected by 
the fitting curve. The following three points are found. 

1) The annual economic benefits and the permeability of 
PV capacity can be improved by allowing a part of PV out‐
put to be curtailed.

2) The optimal installed capacity of DG in each MG and 
PPV are not immutable, and dynamic optimization planning 
should be conducted in the future.

3) With the decrease in equipment investment costs, PPV is 
increasing.

C. Influence Analysis of Distributed ES and Other Resources

1)　Influence of Distributed ES Capacity
Increasing ES capacity can reduce the DG curtailment ra‐

tio, but it will simultaneously lead to an increase in invest‐
ment costs. Taking PPV = 20 MW as an example, the PV cur‐
tailment ratio and annual economic benefits are recorded, as 
shown in Fig. 12. The scatter is fitted quadratically, and the 
determination coefficient R2 is 0.9988. It shows that the opti‐
mal total installed capacity of distributed ES is 2.83 MW, 
and the annual economic benefit is ￥2.82 ´ 106. With the de‐
velopment in the distributed ES, the PV curtailment ratio 

TABLE IV
OPTIMIZATION PROCESS OF INSTALLED CAPACITY SCHEMES FOR PV

Node i

i = 4

i = 9

i = 15

i = 31

P PV
i  (kW)

9600

10000

10500

11700

11800

11830

4340

4150

4000

3550

3550

3520

2274

2300

2100

1600

1650

1600

3776

3550

3400

3150

3000

3050

Curtailment ratio (%)

9.54

12.11

14.18

19.18

19.58

19.68

25.81

25.10

24.38

20.03

20.03

19.72

34.93

32.84

29.68

19.55

20.56

19.63

27.38

25.61

24.18

21.03

19.09

19.68

TABLE III
CALCULATION EFFECT COMPARISON

Algorithm

SOCR

HS

DG consumption rate (%)

71.53

58.27

Calculation time (s)

42.47

368.52

9.61

MW

4.34 MW 

2.27

MW

3.78 MW 

11.82

MW
3.53

MW

1.60

MW

3.05 MW 

Node 4; Node 9; Node 15; Node 31

Fig. 10.　Initial and optimal installed capacities of PV at each node.
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gradually decreases. Moreover, an increasing ES capacity 
can improve the annual economic benefit of SDN, and there 
is an optimal installed capacity.

2)　Planning Schemes in Different Scenarios
The following four scenarios are established for compari‐

son to verify the promotion effect of flexible resources on 
DG planning and consumption. ① Scenario 1: DG planning 
considering the source-grid-load-storage resources. ② Sce‐
nario 2: DG planning considering the source-load-storage re‐
sources. ③ Scenario 3: DG planning considering the source-
grid-storage resources. ④ Scenario 4: DG planning consider‐
ing the source-grid-load resources. In the above four scenari‐
os, the storage resources only refer to the centralized ES in‐
vested by the SDN. The optimal DG planning schemes in 
the above four scenarios, when PPV = 20 MW, are shown in 
Fig. 13. The PV curtailment ratio and the annual economic 
benefits are shown in Table VI. In Scenario 1, with the same 
ES installed capacity, the PV curtailment ratio can be mini‐
mized. Compared with Scenario 2, the PV curtailment ratio 

is reduced by 8.78% and the annual economic benefit is im‐
proved by ￥4.02 ´ 106. All types of flexible resources can 
reduce the PV curtailment ratio and improve the annual eco‐
nomic benefits. Among them, SOPs have a significant im‐
pact on the optimal DG planning schemes. SOPs can affect 
the decision of whether a DG unit should be installed at 
node 9. SOPs can make the power flow direction more flexi‐
ble, and make better use of the wind and PV resources with‐
in the power supply range. Therefore, the impact of SOP on 
the DG planning schemes should be fully considered.

V. CONCLUSION 

A quick hosting capacity evaluation method for SDN plan‐
ning with DG is proposed in the paper. A multi-objective 
DG hosting capacity evaluation model is established and the 
hosting capacity can be achieved by the optimal planning 
schemes of DG and distributed ES. The SSSR method is 
used to formulate the initial planning schemes skillfully. Dis‐
tributed dispatching method is proposed to realize dual-side 
optimal operation of the SDN-MGs. The DG hosting capaci‐
ty is analyzed when the SDN is integrated with different 
flexible resources. Based on the quick hosting capacity eval‐
uation method, an SDN with four MGs is analyzed. The fol‐
lowing results are found.

1) With the initial DG planning scheme obtained by the 
SSSR method, the optimal DG planning scheme can be ob‐
tained by only several adjustments (6 times in this paper). 
The evaluation speed of hosting capacity is accelerated great‐
ly.

2) Without obvious sacrifice of calculation accuracy and 
speed, the proposed distributed dispatching method can real‐
ize dual-side optimal operation of SDN-MGs.

3) The DG hosting capacity of SDN could exceed the 
sum of the maximum active power demand and the rated 
branch capacity. The annual DG electricity could exceed the 
annual load demand.

4) With the decrease in equipment prices, the optimal DG 
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Fig. 13.　Optimal DG planning schemes in four scenarios.

TABLE VI
PV CURTAILMENT RATIOS AND ANNUAL ECONOMIC BENEFITS

Scenario 
No.

1

2

3

4

PV curtailment ratio (%)

Node 
4

19.68

28.57

20.95

22.10

Node 
9 

19.71

-

20.98

22.33

Node 
15 

19.63

28.38

20.90

21.96

Node 
31

19.68

28.42

21.01

22.32

Total 

19.68

28.46

20.96

22.17

Annual economic 
benefit (¥106)

2.81

1.21

2.37

1.40

TABLE V
OPTIMAL INSTALLED CAPACITY OF PV WITH DIFFERENT P cap

max

P cap
max (MW)

14

16

18

20

22

24

26

28

30

P PV
4  (kW)

8120

9350

10550

11825

13010

14210

15410

16625

17855

P PV
9  (kW)

2425

2810

3200

3525

3845

4200

4540

4880

5200

P PV
15  (kW)

1115

1270

1425

1600

1825

1970

2130

2295

2485

P PV
31  (kW)

2340

2570

2825

3050

3320

3620

3920

4200

4460
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Fig. 11.　Changing trends in annual economic benefits.
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Fig. 12.　Changing trends for economic benefits and PV curtailment ratio.
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installed capacity is rising. It is necessary to dynamically 
evaluate the DG hosting capacity in the future.
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