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Dynamic Setting Method of Assessment Indicators
for Power Curves of Renewable Energy Sources
Considering Scarcity of Reserve Resources

Minghao Cao and Jilai Yu

Abstract—With the increasing proportion of renewable ener-
gy sources (RESs) in power grid, the reserve resource (RR)
scarcity for correcting power deviation of RESs has become a
potential issue. Consequently, the power curve of RES needs to
be more rigorously assessed. The RR scarcity varies during dif-
ferent time periods, so the values of assessment indicators
should be dynamically adjusted. The assessment indicators in
this paper include two aspects, i.e., deviation exemption ratio
and penalty price. Firstly, this paper proposes a method for dy-
namically calculating the supply capacity and RR cost, primari-
ly taking into account the operating status of thermal units,
forecast information of RES, and load curve. Secondly, after
clarifying the logical relationship between the degree of RR
scarcity and the values of assessment indicators, this paper es-
tablishes a mapping function between them. Based on this map-
ping function, a dynamic setting method for assessment indica-
tors is proposed. In the future, RES will generally be equipped
with battery energy storage systems (BESSs). Reasonably utiliz-
ing BESSs to reduce the power deviation of RESs can increase
the expected income of RESs. Therefore, this paper proposes a
power curve optimization strategy for RESs considering self-
owned BESSs. The case study demonstrates that the dynamic
setting method of assessment indicators can increase the reve-
nue of RESs while ensuring that the penalty fees paid by RESs
to the grid are sufficient to cover the RR costs. Additionally,
the power curve optimization strategy can help RESs further in-
crease income and fully utilize BESSs to reduce power devia-
tion.

Index Terms—Renewable energy, battery energy storage sys-
tem (BESS), power curve assessment, reserve service, parame-
ter setting.
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C. Variables
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Index of thermal units
Index and set of time

Charging and discharging efficiencies of bat-
tery energy storage systems (BESSs)

The maximum positive and negative climb
rates of thermal units

The maximum positive and negative climb
rates of renewable energy source (RES)

The maximum charging and discharging rates
of BESS

Scheduling period length (hour)
Construction cost of BESS (¥)

Electricity and thermal generation prices (¥/
MWh)

Day-ahead positive and negative reserve re-
source (RR) prices for segment &k (¥MWh)

Intraday positive and negative RR prices for
segment k& (¥/MWh)

Start-up and shut-down prices (¥/MWh)

Unit price for using BESS (¥/MWh)

Setting iteration of assessment indicators
Number of thermal units

Number of time periods in a day

Segment numbers of day-ahead and intraday
RR prices

Capacities of RES and thermal unit (MW)
Capacity of thermal unit n (MW)

The maximum and minimum power of ther-
mal unit (MW)

Expect deviation adjustment capacity of
BESS (MW)

Capacity of BESS (MWh)
The minimum state of charge (SOC) of BESS
The maximum SOC of BESS

Cycle duration of charging and discharging
(hour)

The maximum value of a;},,
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penalty (MW)

The maximum value of P}* without intraday
penalty (MW)

The minimum value of P{* without intraday
penalty (MW)

Day-ahead and intraday forecast power of
RES (MW)

Day-ahead forecast power of P} (MW)
Intraday forecast power of P} (MW)

Actual power of thermal unit at time # (MW)
The maximum power of thermal unit at time ¢
MW)

The minimum power of thermal unit at time ¢
(MW)

Day-ahead curve of thermal unit (MW)
Intraday curve of thermal unit (MW)
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D. Abbreviations and Symbols

ch, dch Charging and discharging actions of BESS

f1, 2 Day-ahead and intraday forecast or expecta-
tion values

sl,s2,R Day-ahead, intraday, and actual generation

stages

1. INTRODUCTION

HE proportion of renewable energy sources (RESs) in

power system is increasing [1] and RES will become
one of the main power sources [2]. Due to the strong ran-
domness and volatility of the output of RESs as well as the
forecast accuracy of power [3], [4], it is necessary for power
grid to provide extra reserve resources (RRs) to correct the
power deviations of RESs. The distribution of RR demand
for RESs is uneven at different time, and the ability and cost
of power grid to provide RR also vary with time, which
may result in an RR scarcity during some periods [5]. RR in
power grid is mainly provided by hydro and thermal units,
but hydro units have seasonal differences and the develop-
ment of thermal units is restricted by environmental regula-
tions [6]. At the same time, the rapid growth of RES genera-
tion leads to an increase in RR demand, resulting in an im-
balance between RR supply and demand. There is an urgent
need to discuss how to assess the accuracy of RES power
curves more rigorously, in order to control the RR demand
from the source and improve the utilization efficiency of RR
in the power grid [7].

In recent years, there have been studies on how to reduce
the pressure of grid reserve by improving the accuracy of
RES power curve execution. Reference [8] proposed a short-
term economic dispatch model, which considers that the
power forecast accuracy of RES will change over time. By
setting different accuracy requirements at different time
scales, the model fits the natural distribution of power fore-
cast accuracy for RES [9]. Reference [10] proposed a power
curve optimization strategy for RES composed of wind and
solar energy. In this strategy, the self-owned BESS is used to
dynamically limit [11] the power ramp rate and correct the
deviation of the short-term power curve. Reference [12] es-
tablished a model for evaluating the power forecast devia-
tion of wind and solar energy and designed a stochastic plan-
ning model that considered line transmission capacity, uncer-
tainty of RES output, energy storage, and gas-fired units
which have flexible peak-shaving capabilities. Reference
[13] proposed an optimal scheduling strategy for incorporat-
ing the remaining reserve resources into the intraday ancil-
lary service market by predicting the power adjustment mar-
gin of wind energy. The above-mentioned studies mainly dis-
cussed how to reduce the power fluctuations and forecast de-
viations of RESs, and analyzed the effect of improving the
accuracy of RES power curves in helping power grid main-
tain stable operation [14]-[16]. In existing references, the in-
sufficient RRs in power grid are often supplemented through
bidding in the ancillary service market. References [17] and

Aufl,up Aufl,dn
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Start-close action of thermal unit n con- [18] proposed a form of auxiliary service market organiza-
tion based on joint operation entities, and discussed the

scheduling plan assignment method, pricing, and settlement

sidering positive and negative power devia-
tions of RES in day-ahead and intraday stages
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process under this situation. Reference [19] analyzed the op-
portunity cost in the ancillary service market and applied it
to user systems such as intelligent heating, ventilation, and
air conditioning [20], [21]. Reference [22] designed a hybrid
energy storage system consisting of BESS and supercapaci-
tors for providing RR. In addition, an energy management
method was also proposed to improve the operating efficien-
cy of system. Equipped with small- and medium-sized BESS
[23]-[25], RES can enhance its power deviation control abili-
ty, which is an important measure to ensure the high-quality
development of RESs. Optimizing the power curve of RES
considering self-owned BESS can significantly reduce power
deviation and the RR demand [26]-[28].

The existing research can be mainly categorized into two
aspects, i.e., methods for reducing power fluctuations and de-
viations of RESs, and approaches to exploring the RR sup-
ply. However, there are few studies that focus on the dynam-
ic assessment of power curve deviation to address the RR
scarcity caused by RESs. In addition, the assessment indica-
tors in existing studies often rely on market clearing results,
which cannot effectively guide RESs in optimizing power
curves. It will increase the difficulty in optimizing RES pow-
er curves and reduce the using efficiency of RRs in the pow-
er grid.

This paper proposes a calculation method for the degree
of RR scarcity and designs a dynamic setting method of as-
sessment indicators based on it. As shown in Fig. 1, RES
needs to determine power curves for power grid in day-
ahead and intraday stages before actually transmitting power
to the grid.

Intraday Iiir
assessment 3 Tight 3
Intraday :fH
RR demand ! High ||
Intraday L1
Ul
RRsupply || 1~
! ac Difference
Day-ahead | — ‘ : : I
assessment " Normal | ! Tight ! ! Normal|!
Day-ahead ! — ; ; 4‘—
RR demand | Low | | High | 3 Low 3
Day-ahead LV_J‘ ;{_)‘ %J‘
RRSupPly |\ gpoush | | Lack | | Enough |
|‘ Co ' | | ]
0 t t+2 24
Time (hour)

Fig. 1. Dynamic setting process of assessment indicators.

Detailedly, RES needs to determine the power curve for
the next 24 hours in day-ahead stage and adjust it in intra-
day stage. The prediction accuracy of RESs improves as the
time scale is shortened, so this rolling power curve correc-
tion model can fit the power forecast characteristics of
RESs. The ability and cost of the power grid to provide RR
depend on the operating states of each unit and vary during
different periods. Meanwhile, the expected RR demand from
RESs also varies during different periods. These two factors
contribute to the dynamic changes of RR scarcity. To ad-
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dress the above situation, the power grid should dynamically
adjust the assessment indicators based on the degree of RR
scarcity. When RR is scarce, the power grid should tighten
deviation exemption ratio or increase the penalty prices.
When RR is abundant, the power grid should adopt basic as-
sessment indicators to reduce the pressure of RES power
curve tracking. Based on this concept, this paper estimates
the RR demand of RES according to the power forecast in-
formation of RES, and estimates the RR supply capacity and
price based on the load rate of thermal power units. Based
on this, this paper establishes a quantitative relationship be-
tween RR supply capacity, RR price, and assessment indica-
tors values, and designs a power curve optimization strategy
of RES considering self-owned BESS.

The main contributions of this paper are summarized as
follows.

1) This paper establishes a quantitative relationship among
RR supply capacity/price, RR demand, the operating status
of thermal units, power forecast information of RES, and as-
sessment indicator values. In addition, based on the degree
of RR scarcity, the assessment indicators are dynamically ad-
justed to effectively transfer the RR supply pressure from
the grid side to the RES side, so that RES can optimize the
power curve more reasonably and accurately and respond to
the reserve demand of grid in real time.

2) The penalty fees paid by RES to the power grid can cover
the RR costs paid by the grid to thermal units, implementing
the RR cost sharing principle of “who uses, who pays”. This
approach takes into account the interests of both RES and the
grid, making the assessment scheme more easily promotable.

3) The power curve optimization strategy of RES pro-
posed in this paper considers the deviation correction effect
of self-owned BESS at both the day-ahead and intraday time
scales, which can improve the accuracy of RES power curve
and increase the profit of RES.

II. SETTING STRATEGY AND RATIONALITY EVALUATION OF
ASSESSMENT INDICATORS

This section quantifies the degree of RR scarcity and dy-
namically adjusts the assessment indicators accordingly. In
addition, an evaluation index for the reasonableness of as-
sessment indicators is established, which mainly includes
two aspects: whether the penalty fees can cover the RR
costs and whether the profit of RES can be maintained at a
reasonable level.

A. Model for Assessment Indicators

RES needs to optimize the power curve for the next day
in 15-min intervals during [0, 24]hours, and then adjusts the
power curve again 2 hours before the actual transmission to
the grid. Assessment indicators include two components: de-

fats : : sl sl s2 s2
viation exerilpltlor]lL rlat1oks 2(oc,,up, o, o ;. and o7;,) and penal-
H S s . S. S. M M
ty prices (¢ > Crms Coup» a0d ¢, 5). According to the devia-

tion exemption ratio and power curve, the range exempt
from penalties, i.c., [P{h. Pyl ] and [P2,,. P2, ], can be cal-
culated. Only the power beyond this range will be penalized,
and the penalty price is used to calculate the penalty fees
based on the amount of penalized power.

The model for the assessment indicators is as follows.
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Additionally, the electricity income of RES is only settled
for the part that does not exceed P;%,. Otherwise, the grid

needs to increase the positive deviation assessment price,
which would create a confusing price difference.
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The day-ahead and intraday assessment indicators are dy-
namically adjusted based on the current RR scarcity. The
grid will set the day-ahead assessment indicators for the next
24 hours before RES optimizes the day-ahead power curve,
and set the intraday assessment indicators before RES ad-
justs the power curve, in order to timely guide RES.

B. Process of Setting Assessment Indicators

Before introducing the method for setting assessment indi-
cators, it is necessary to first establish a model for the opera-
tion constraints of thermal units and the calculation method
of RR costs.

The operation constraints of thermal units mainly include
two parts: (D the positive and negative power change rates
should be kept within the limited range; and (2 the thermal
units need to be shut down when the power is below the
minimum technical output. The model of the operation con-
straints is expressed as follows.

u,=1{0,1} )
1 PR, <PI<P..Vt 9
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(P/ =Pl )/At<6,,P; Vi 0
(PT,~PTYAI<ST PT it (10)

Thermal units need to declare the RR prices in segments.
When the RR is actually called by the grid, the grid settles
the RR prices of each unit based on their load rates and
clears them from low to high. In addition, the RR costs
should also include start-up and shut-down costs. The calcu-
lation model is given as:
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Here is an example to help introduce the calculation meth-
od of RR costs. Assuming that the RR prices of thermal unit
are divided into 10 segments, as shown in Table I, other pa-
rameters of thermal units are set as: ¢, = 1000 ¥MW, Pli=
500 MW, P =500 MW, P, =150 MW, d, =d,,=0.3 (the
maximum load change rate of the thermal unit is 2%/min).
The day-ahead, intraday, and actual power curves of the ther-
mal units are shown in Fig. 2, and the RR costs during each

period are shown in Fig. 3.

TABLE I
RR SEGMENTED PRICING OF THERMAL UNITS

k¢, @MWh) ¢y, FMWh) ¢, FMWh) ¢, ¥MWh)
1
2
3
4 0 800 0 1200
5 0 600 0 900
6 0 400 0 600
7 0 0 0 0
8 400 0 600 0
9 600 0 900 0
10 800 0 1200 0
500
= 400
2 300
?g 200
~ 100
0 0t5 liO li5 2.0 2i5 310
Time (hour)
— Day-ahead curve; — Intraday curve; ---- Actual curve
Fig. 2. Day-ahead, intraday, and actual power curves of thermal units.

As shown in Fig. 2 and Fig. 3, the RR cost is divided into
three parts, i.e., the day-ahead RR cost, the intraday RR
cost, and the start-up/shut-down cost of thermal units.
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Fig. 3. RR costs during each period.

When calculating the day-ahead RR cost, the first step is
to calculate the adjustment amount of the intraday power
curve of thermal unit compared with the day-ahead power
curve, and the second step is to calculate the RR price based
on the load rate of thermal unit at that time and the RR seg-
mented pricing information. The process for calculating intra-
day RR cost is similar to day-ahead RR cost, only the load
rate of thermal unit and RR segmented pricing information
are different.

The start-up/shut-down cost is high and occurs less fre-
quent. If the power curve of the thermal unit already in-
cludes a start-up/shut-down plan, this part of start-up/shut-
down cost should not be paid by RES. The start-up/shut-
down cost of the thermal unit at hour 2 in Fig. 2 belongs to
this case. Only when the thermal unit is forced to start up/
shut down due to a significant power deviation caused by
RES and the original plan does not include start-up/shut-
down plan, will the start-up/shut-down cost be included in
the penalty fees paid by RES.

The values of the day-ahead and intraday assessment indi-
cators during each period need to be dynamically adjusted
based on the operational status of the thermal units.

1) Process of Setting Day-ahead Assessment Indicators

Before optimizing the day-ahead power curve of thermal
unit, RES needs to submit a forecast curve for the next 24
hours to the power grid. The power grid predicts the load
rate of each thermal unit based on the forecasts and then pre-
dicts the supply capacity and RR price. After that, the power
grid can set the day-ahead assessment indicators accordingly.
The flowchart for the above process is shown in Fig. 4.

According to the process shown in Fig. 4, Step 1 is to cal-
culate the expected day-ahead power deviation of RES dur-
ing each period based on the forecast curve and the probabil-
ity density function of the forecast deviation ratio of RES.

ri'=(P-P!")/P} (17)
fl e f fl
AP = f L ! (P - PP
o (18)
AP = [ 6 X! - Py

Steps 2 and 3 in Fig. 4 are performed simultaneously. The
day-ahead power curve of the thermal unit can be estimated
based on the day-ahead power forecast of RES and the tech-
nical parameters of the thermal unit. By combining the ex-
pected day-ahead power deviation of RES and the RR seg-
mented pricing of thermal unit, the RR costs during each pe-
riod can be estimated.

Input day-ahead forecast of RES, technical parameters
of thermal units, and c,f’lup, c,ildn, cy
v
|Step 1: obtain expected forecast error of day-ahead power curve|
i
| Step 2: optimize day-ahead power curves of thermal units |
i
| Step 3: estimate RR cost of each thermal unit |

| Set assessment indicators of each period |

| RES optimizes day-ahead power curve |

| Obtain day-ahead power curve of thermal units |

Y

Re-adjust assessment indicators
according to changed RR cost

RES re-optimizes day-ahead power curve
1]

Obtain day-ahead power curves of thermal
units and change RR cost
[

End

Fig. 4. Process for setting the day-ahead assessment indicators.

Estimating RR costs for each time period is done in two
steps.

1) Calculate the output of the thermal unit without consid-
ering the forecast deviation of RES, i.e., P!, and then cal-
culate the output of thermal unit considering positive and
negative day-ahead forecast deviations of RES, i.e., P/,
and P, respectively.

2) Calculate the RR costs during each period based on the
adjustment amount of P;""** and PT,"* compared with PT;"
as well as the expected load rate of the thermal unit.

The optimization objective aims to minimize the RR costs
and generation cost, as shown in (19). Additionally, con-
straints P, Pl and Pl are subject to (8)-(10).

tn >

NT
min > C},(D,,) (19)
n=1
Cfln = le‘t:}:, + Ctiii:]:r + C;L;‘; + Cziiif]:r - C;tfzﬂ +
ChitwrClitiy (20)
Cl =cIPLAL 1)
NT
Pr=P!"+ Y Pl Vi (22)
n=1
Ny
PF=P!'+AP], + > PI™ vt (23)
n=1
NT
Pf=P!'=AP[, + > P vt (24)
n=1
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Pz';’ﬂ.up
Chi=t] 3l Pyap vPLe Py

PTF] (25)
Cli=ni]  fil(prap wpite <y

P,T”“d
Clin=a fﬂﬂlsandp VP> PE

PT”“ (26)
Clils=e[ | filPYaP wPL <Pl

Chl'=c Pl Auy|

Cst,fl up_c Pg nAt:lfl up
th:ﬂ dn_cstpg.nA tf,lndn
Based on the RR costs and forecast power curve of RES,
the deviation exemption ratios (atup, a?') and penalty prices
(cfa)s cia) can be calculated for each period. If the RR is
relatively abundant and the power deviation of some RESs
will not increase the RR cost, the values of the deviation ex-
emption ratios are set to be the base values. The greater the
amount of RR that can be provided for free, the larger the
values of a,up and o', are. If the free RR during a certain
time period is not sufficient to adjust the expected RES pow-
er deviation, the penalty prices ¢, and ¢/ are set based
on the RR cost during that period. The higher the RR cost,
the larger the values of ¢’y and ¢/
The purpose of setting a basic value for the assessment in-
dicators is to prevent the indicators from being excessively
relaxed, ensuring that it remains above the basic level and

satisfies the constraints shown in (28) and (29).

tup 6[07 aup max] Vi
tdn G[O adn max] Vt

@7

(28)

R,sl R;sl R,sl
% cto,up e[cup min? cup max] Vt (29)
R,sl R,sl R,sl
CtA,dn [Cdn min? Cdn max] Vt

Otherwise, during some RR-abundant periods, the assess-
ment indicators may be excessively loose, which will incor-
rectly guide RES to adopt more aggressive power curve opti-
mization strategies, contradicting the original intention of im-
proving the tracking ability of RES power curve. In addi-
tion, the RR costs during periods of unplanned reserve
caused by the unplanned start-up and shut-down and stop of
thermal units will be significantly higher than those during

other periods. If an upper limit is not set for ¢y, RES will
bear huge operational pressure during such periods. In some
scenarios, the unplanned start-up and shut-down of thermal
units are an inevitable result of RR insufficiency in the pow-
er grid, indicating that the grid may not be able to absorb so
much RES. Therefore, this part of the cost should not be en-
tirely borne by RES. In fact, the RR costs and penalty fees
during other periods are also not entirely balanced. The pro-
posed method for setting the assessment indicators aims to
achieve dynamic balance between RR costs and penalty fees
in long-term operation. Therefore, the assessment indicators
should have upper limits.

The set of base values of assessment indicators is shown
in (30). The calculation method of deviation exemption ra-
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tios is shown in (31).
R,sl R,sl R,sl R.sl
{aup max ? adm max? Cup min? Cup max? cdn min? cdn max } (30)
T fl
fUP Pfl 2( P
(€2))

T.fl _ n
tdn Pﬂ z(P

where x" and x®" are the temporary variables, and their func-
tion forms are shown in (32). The calculation method of pen-
alty fees is shown in (33).

LU

w cl _
| |l (yap=0 Vi

(32)
il (PydP=0 Vi
xi
Ny
D (Clln+ Cllan = €0+ O
R.sl n=1
Ct,np =
A{AP,“Up z(xup Pt }
. (33)
fl,d fl,d
D Chh+Cla,
Cf,dsnl _ n=1
fl fl
’:APtldn E(P;rnl ]

After the grid sets the assessment indicators, RES can op-
timize the day-ahead power curve based on these indicators.
Then, the grid calculates the power curve of thermal units
based on the optimized power curve of RES, and the optimi-
zation objective still aims to minimize the RR cost. The cal-
culation method of RR cost during each period is the same
as (22)-(27), and will not be repeated here.

N]
Pr=P'+ Y P Vi (34)
n=1

Here, an example is used to help explain the process of
setting the assessment indicators in the day-ahead stage. Tak-
ing the positive direction as an example, the relationship be-
tween the usage and the cost of positive day-ahead RR dur-
ing each period is shown in Fig. 5, and the positive day-
ahead forecast deviation of RES is shown in Fig. 6(a). As-
suming that a . =0.1 and ¢’ =200 ¥MWh, the setting
results of the day-ahead assessment indicators for the posi-
tive direction can be observed in Fig. 6.

As shown in Fig. 5, the cost of positive RR is relatively
low around hours 0-6 and hours 11-12, and the total amount
of RR provided for free can meet the demand of RES. There-
fore, the deviation exemption ratio during these periods is
set to be the base value o .., and the penalty price is set
to be the base value c;&pfnm However, the cost of positive RR
is relatively high around hours 15-23, and even free RR can-
not be provided. Therefore, the deviation exemption ratio

o}, is set to be 0, and the penalty price c;;, is significantly
higher than the base value during these periods. Positive RR
in the grid is also abundant around hours 8-11, but the ex-
pected deviation power of RES is high during these periods,
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as shown in Fig. 6, which means the RR demand is large.
Therefore, although the assessment indicators during these
periods are relatively loose, they are still stricter compared
with hours 0-6 and hours 11-12. This example illustrates the
main innovation of the proposed method for assessment indi-
cators, which accurately conveys the grid reserve pressure to
RES in real time considering RR supply capacity/price and
expected deviation power of RES.

RR is shortage

10000
8000
6000

RR cost (¥)

[SSINEN
[
(=N ]
S O

Fig. 5. Relationship between usage and cost of day-ahead positive RR
during each period.
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; 0.15
$ 250 0.10 %3
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(b)
Fig. 6. Setting result of day-ahead positive assessment indicators. (a) Pow-
er. (b) ¢}, and a3},

The above process initially calculates the values of assess-
ment indicators. However, there is a certain deviation be-
tween the day-ahead power curve and the predicted power
curve, which will change the load rate of thermal units and
subsequently change the RR costs during each period. There-
fore, the assessment indicators cannot accurately reflect the
degree of RR scarity at this time. It is necessary to re-cor-
rect the assessment indicators using the day-ahead power
curve declared by RES, and RES re-declares the power
curve based on the corrected indicators. After several itera-
tions, the rationality of the assessment indicators can be ef-
fectively improved.

2) Process of Setting Intraday Assessment Indicators

After entering the intraday stage, in addition to submitting
the intraday power for period ¢ to the grid at t—2, RES also
needs to submit a rolling real-time forecast curve for the
next 2 hours to the grid. The grid will then set intraday as-

sessment indicators in real time based on the received RES
forecast curve and the operating status of thermal units. RES
will optimize the intraday power curve based on these indica-
tors. According to the intraday power curve declared by
RES, the grid will adjust the power curve of thermal units,
and then settle the intraday RR cost and the intraday penalty
cost that RES needs to pay.

The calculation process of RR fees during each intraday
period is similar to that in the day-ahead stage, as shown in
Appendix A. The difference is that when optimizing the pow-
er curve of each thermal unit, the RR cost C}, paid to adjust
the day-ahead power curve of RES needs to be taken into ac-
count.

Ny
min > (C/(Dy,)+C;) (D)) 35)
n=1
Cz; = th}.lp,n + thfin.n (36)
P;E’IZ
Cily,=t [ Ja(yap wPLRzP
(37)
Clwn=At| fel(PYdP VPLP<P[Y
Pl

Afterwards, the grid calculates the intraday power curves
for each thermal unit based on the optimized intraday power
curve provided by RES.

NT
Pf=P?+ > Pl vt (38)
n=1

The base values are also necessary when setting the intra-
day assessment indicators. The methods for setting the intra-
day deviation exemption ratios (azzup, o}, and penalty prices
(¢t cim) are similar to the day-ahead stage. The differ-
ence between them is that the RR segmented prices of ther-
mal units is replaced by ui,z () and £;7 (), and the probability
density distribution function of the power forecast deviation
ratio of RES is replaced by £, (). For more details, please re-
fer to Appendix A.

C. Evaluation of Assessment Indicator Setting Results

The rationality of the assessment indicator setting results
can be evaluated from two aspects: () whether the penalty
fees paid by RES to the grid are sufficient to cover the RR
costs paid by the grid to correct RES power deviations; 2
whether RES can maintain a reasonable net income. The
evaluation indicators are given in (39)-(43).

CR,s — z C[R,s

te Q (39)

CRa= R4 R 4 CR2 4 O (40)
e t;g(Cf )= O @
Ch= ZQCR (42)

Cz‘}in — Cth _ CtBESS _ C,KS (43)

When C#" is greater than 0, it means that the penalty fees
paid by RES to the grid is sufficient to cover the RR costs,
and when C® is less than 0, it means the RR assistance to
RES will result in a loss. The optimization objective during
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the setting of assessment indicators is given in (44), and the
optimization needs to satisfy the constraint given in (45).
max C{ (44)
s.t.
CcT>0 (45)
For the grid, a larger value of C* is preferable, but this
part of the incomes may come from the assessment of RES.
Blindly increasing the assessment standard for RES will
harm the economic benefits of RES, which goes against the
original intention of increasing the proportion of RES. There-
fore, it is only necessary to keep C® within a range that the
grid can afford, to maintain a balance between revenue and
expenses. On this basis, the optimization objective is to max-
imize CR.

III. OPTIMIZATION STRATEGY FOR RES POWER CURVE

The BESS capacity self-equipped by RES is usually of
small to medium scales, so the deviation correction ability
of self-owned BESS is insufficient to completely correct the
forecast deviation of RES. Therefore, although RES has pow-
er curve tracking ability, it still needs to adopt a certain pow-
er curve optimization strategy to effectively reduce power de-
viation.

A. Optimization Strategy of Day-ahead Power Curve

Before introducing the RES power curve optimization
strategy, the modeling of the RES and the self-owned BESS
should be established, which is given as:

0<PR<P} Vi (46)
— 04, PE<Pr-P} <% PE Vi (47)
At pin
SOC,,,=S0C,+ (nchPfh— ) (48)
BESS M den
0<PM<6, IT,
1dCh h QBESS (49)
0 SP[ S5dchQBESS/Ts
SOC,. <SOC,<SOC, (50)
CP™ = Cypss Opess| SOC,,, —SOC, (51)

When optimizing the day-ahead power curve of RES, the
time scale between the optimization and actual generation is
relatively long. Therefore, it is not suitable to predict the
state of charge (SOC) curve of BESS. Due to the small ca-
pacity of the self-equipped BESS, if there is a forecast error,
it will continuously affect the execution of the charging and
discharging tasks for several subsequent periods, and the
BESS will also be difficult to return to the expected operat-
ing trajectory. Therefore, in this paper, the expected devia-
tion adjustment capacity Pp. is used to reflect the role of
BESS when optimizing the day-ahead power curve.

The optimization objective when calculating the day-
ahead power curve is aimed to maximize C&:':

t,in

R.sl
max C,;; (52)
R,sl __ sl R,sl sl f R,sl sl,f
Ct.in —At(CePt _Ct.up APt,up ~Cin APt.dn -
BESS BESS
CBEsstA,up.sl — Cpiss Pranst ) (53)
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where P . is a decision variable that affects the optimiza-
tion results.

If the positive and negative forecast errors of the RES do
not have a significant difference in the long-term operation,
the average SOC of the BESS should be around 0.5. There-
fore, according to the range of SOC, the capacity of BESS,
and the charging and discharging efficiencies of BESS, Py«
can be calculated. Since the capacity of the self-equipped
BESS is small, the ability of returning the SOC to the refer-
ence point (SOC=0.5) must be considered in the long-term
operation, that is, the charging and discharging amount must
maintain dynamic balance. Therefore, P}>5, and P73, for
each period should be kept equal after considering the charg-
ing and discharging efficiencies.

B. Optimization Strategy of Intraday Power Curve

When optimizing the intraday power curve, the forecast
accuracy of RES is significantly improved compared with
that of day-ahead power curve, and their actual generation
time is relatively close. At this time, the predicted SOC
curve can be used to improve the ability of BESS to correct
power deviations.

According to the day-ahead power curve, intraday forecast
curve, and current SOC, the charging and discharging power
can be estimated for the time interval [¢—2,¢—0.25].

{Pf“’f=AP£“fp—APi“dgn VAP, 2 AP, (60)
PI*M=AP AP, VAP, <AP,
rE=(P-PP")P? 1)
P
AP [ £GP NP-PEu P
P2, (62)

s
Pl xxxxxx
0

AP = [ P NP, - PYP

This example is used to demonstrate the process of pre-
dicting the SOC trajectory, as shown in Fig. 7. The expected
charging and discharging power of BESS in the time interval
[t—2,¢-0.25] (a total of 7 scheduling periods and each peri-
od is 15 min) is shown in Fig. 7(a), and the initial SOC of
BESS is 0.5, Qgpss=100 MWh, SOC, .. =0.9, SOC,, =0.1,
Na=Nan=0.95, and 6 ,=0,,=2. The predicted SOC curve
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during different periods is shown in Fig. 7(b).

tag,f, = Ptag,f

= 80 tup > tdn 1.0, SOCmax
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Fig. 7. Relationship between use of day-ahead positive RR and RR cost
during each period. (a) Expected charging and discharging power of BESS.
(b) Predicted SOC curve.

The process shown in Fig. 7 can be used to predict the
SOC of the BESS during the target period and then calculate
the expected intraday deviation adjustment ability of the
BESS during that period. After that, the power curve can be
optimized based on intraday forecast deviations and day-
ahead deviations. The method for calculating intraday fore-
cast deviations is similar to day-ahead stage, as described in
Appendix A. The objective to optimize the intraday power
curve of RES is shown in (63)-(65).

R.s2
max C,5, (63)
R,s2 _ s2 R,sl sl R,sl sl R,s2 s2,f
Ct,in _At(CePt - cttup APt.u]:: - Ct,dn AI)t.,dn _cr.up APt,up -

RS2 A pS2.f BESS BESS

Cram APy — Cagss Pt,up, o~ CessPrins (64)
BESS _ _ f

P, up,s2 =(80C,,,,—SOC,_ | )Ogesshen (65)

PBESS
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When RES starts actual generation, the strategy for using
BESS is to correct the intraday deviation as much as possi-
ble by combining real-time power forecast, intraday power
curve, and the remaining control capacity of BESS.

IV. CASE STUDY

This section mainly addresses three issues: () the impact
of the value range on the rationality of the assessment indica-
tors setting results; (2) the advantages of dynamic setting of
assessment indicators compared with using fixed assessment
indicators; 3 the impact of the RES power curve optimiza-
tion strategy designed in this paper on the income of RES.

A. Scene Data

The parameters of G1-G3 and RES in the grid are shown
in Tables II and III, respectively, and the segmented RR pric-
es of G1-G3 are shown in Table I. The probability density
functions of the day-ahead and intraday forecast error ratios
of RES, i.e., /*' () and f**(-), are shown in Fig. 8(a) and 8(b),
respectively. The parameters of the BESS owned by RES are
set as: QOppes =100 MWh, SOC,,.=09, SOC,;,,=0.1, n,=
N =0.95, 04, =0,4=2, and cpps=700 ¥ /MWh. The electrici-
ty price in power grid is ¢,=400 ¥ /MWh. The setting itera-
tion of assessment indicators is m,, =3. The simulation runs
for 30 days. The day-ahead forecast curve of RES and load
curve are shown in Fig. 9.

B. Impact of Range of Assessment Indicators

The range of assessment indicators will significantly af-
fect the effectiveness of the setting method.
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TABLE 11
PARAMETERS OF UNITS

Unit Pg (MW) Tup I Pra (MW) Prin (MW)
Gl 500 0.3 0.3 500 150
G2 300 0.3 0.3 300 90
G3 200 0.3 0.3 200 60
TABLE III
PARAMETERS OF RES
Pg (MW) Ty an Pr (MW) P (MW)
500 1.5 1.5 500 0
3
2 8
? @ \ 7
~ 3.9
0 0 1 &
-0.45 0 0.45 03 0 03 <
Deviation ratio Deviation ratio
(a)
Fig. 8. Probability density function of forecast deviation. (a) /' (). (b)
S20.
g 1200
S 800
S 400(, A A S AN
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Load curve; — Day-ahead forecast currve of RES

Fig. 9. Day-ahead forecast curve of RES and load curve.

First, based on the RR pricing table of thermal units, the
base value of penalty price can be calculated. Assuming that
the RR in the region is very scarce and the units always op-
erate in the highest RR price, ¢’ and ¢ can be set as
800 ¥MWh, and c®2 and ¢ can be set as 1200 ¥/

R,s2
up, max dn, max

MWh. In actual operation, RR is not always in a state of
scarcity, so setting the above upper limits for penalty fees is
reasonable.

Based on this, the range of assessment indicators in differ-
ent scenarios is shown in Table IV. The RR cost C*, penalty
cost C**, and profit of RES C{ in Cases 1-16 are calculated
when the scenarios shown in Section III-A are used, as
shown in Fig. 10 and Table V.

When there is sufficient RR in the grid, the values of the
deviation exemption ratios may be high, and the penalty
price may be zero because the free RR can cover the expect-
ed deviation of RES. In the dynamic setting process, this sit-
uation will be restricted. The base values of deviation exemp-
tion ratios and penalty prices represent the minimum assess-
ment standards that RES must accept. If the base values of
deviation exemption ratios are low and/or the base values of
the penalty prices are high, it can be considered that RES ac-
cepts stricter assessments on average. Cases 1-16 increase
the strictness of RES assessment by reducing the base values
of deviation exemption ratios or/and increasing the base val-
ue of the penalty prices. The penalty fee C° shows an in-
creasing trend, with the penalty fees in Case 16, being the
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most stringent assessment, increasing by ¥3.8536 x 10° com-
pared with the most lenient assessment in Case 1.

TABLE IV
RANGE OF ASSESSMENT INDICATORS

oo Pommw A el and G Al and cf, and o7,
. (¥/MWh) O3 ¥/MWh)
1 0 0
2 0.20 0 0.100 0
3 0.10 0 0.050 0
4 0.05 0 0.025 0
5 0.20 100 0.100 200
6 0.10 100 0.050 200
7 0.05 100 0.025 200
8 0.20 150 0.100 300
9 0.10 150 0.050 300
10 0.05 150 0.025 300
11 0.20 200 0.100 400
12 0.10 200 0.050 400
13 0.05 200 0.025 400
14 0.20 300 0.100 500
15 0.10 300 0.050 500
16 0.05 300 0.025 500
E‘? 4 Penalty fee; L] RR cost

o 3

o

20

1 23456 7 8 910111213141516

ase No.

Fig. 10. Penalty fee and RR cost in different cases.

TABLE V
C®% AND C} IN DIFFERENT CASES

Case No. c=d(10° ¥) CR (10°¥) CEy CR (100 ¥)
1 -1.8913 66.5147 64.6234
2 —0.7194 66.3985 65.6791
3 —0.2338 65.5061 65.2723
4 0.1299 64.9343 65.0642
5 0.3953 65.0633 65.4586
6 0.9598 64.6100 65.5698
7 1.2809 63.8325 65.1134
8 0.9186 64.8559 65.7745
9 1.4834 63.6218 65.1052
10 1.7257 63.2813 65.0070
11 1.1725 63.8652 65.0377
12 1.8381 63.3947 65.2328
13 2.1419 62.5798 64.7217
14 1.5478 63.1712 64.7190
15 2.0441 62.9867 65.0308
16 2.4912 62.7189 65.2101
Meanwhile, the profit of RES C ﬁl decreases from

¥66.5147 x 10° to ¥62.7189x 10° due to the increase in as-
sessment standard. However, the RR cost does not decrease
monotonically as assessment strictness increases, such as the
RR cost of ¥0.4431x10° in Case 16 being higher than the

lowest RR cost in Case 8. The reason is as follows. If RES
accepts overly strict assessment standards when the RR is
sufficient, it may result in conservative optimization of the
power curve. At this time, the operating trajectory of the
thermal units may deviate significantly from their original
plan. The RR scarcity/price is related to the load rate of ther-
mal power units. Changing the power curve may reduce the
RR that thermal units can provide or increase the price,
which can make the setting results of original assessment in-
dicator no longer reasonable. As a result, RES may accept
strict assessment standards, but it could cause RR to become
even scarcer. Similarly, if the assessment indicators have no
base values, such as in Case 1, the power curve optimization
result of RES may be too aggressive, causing a significant
deviation of the load rate of thermal power units from the
expected trajectory.

In summary, setting value ranges for assessment indicators
is intended to reduce the impact of changes in the power
curves of the thermal power units on the degree of RR scarity.

In Case 8, the revenue and expenditure of the grid tend to
balance, and C®" is ¥0.9186x 10°, so it can be considered
that the constraint of formula (45) is satisfied, and the profit
of RES is relatively large, i.e., C} is ¥65.7745 x 10°. At this
time, the interests of both the grid and RES are guaranteed.
If the grid and RES are viewed as a whole, the value of
their joint benefit C=™*+ C! is also relatively large in Case 8.
Therefore, the assessment range in Case 8 is the optimal
choice.

C. Advantages of Dynamically Tuning Indicators

This subsection focuses on discussing the advantages of
dynamic assessment indicators compared with fixed assess-
ment indicators. When using Case 8, the average values of
each assessment indicator are shown in (66)-(69).

5 e = 0.070640 3
O max = 0.162545 (66)
Rl =399.708 .
o 7
el n=198.939 (67)
2 = 0.040169 B
a:,%iﬂ,max = 0'084096 ( )
2 =583.658
69
e L =349.229 (69)

Assuming the fixed assessment indicators use the average
values shown in (66)-(69) during each period, the RR costs
of the grid and the profit of RES are calculated, and the re-
sults are compared with dynamic assessment indicators in
this paper, as shown in Table VI.

TABLE VI

COMPARISON OF IMPLEMENTATION EFFECT WHEN USING FIXED AND
DYNAMIC ASSESSMENT INDICATORS

) ; CEid L OR
Parameter C*(10°¥%) C™ (10°%) C=4(10°¥%) CR (10°¥) 108"

Fixed 4.1922 2.4623 ~1.7299  63.8968  62.1669
Dynamic  0.9572 1.8758 09186  64.8559  65.7745
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When using fixed assessment indicators, the values of C°
and C** are both higher compared with using dynamic as-
sessment indicators. It means that RES is under higher plan
tracking pressure without alleviating the RR scarcity of the
grid, leading to a 5.8031% decrease in the comprehensive
benefit C#“+ CR. This situation is mainly caused by the dif-
ference in the time distribution of RR supply capacity. Tak-
ing Fig. 11 as an example, the time distribution of the day-
ahead positive assessment indicators o, and ¢y for posi-
tive RR can be observed. The periods with sufficient RR
(a},,=0.2, ¢3! =0) and those with scarce RR (a},,=0) both
account for a considerable proportion. This indicates that the
adjustment capability of thermal power units varies signifi-
cantly at different time. In the scenario shown in this exam-
ple, a considerable proportion of the periods do not experi-
ence RR scarcity, so only some periods need to implement
strict plan assessment. Other periods can use standard assess-
ment indicators to reduce power curve tracking pressure of
RES. On average, the assessment indicators are not overly
strict, but this does not mean that the requirement for power
curve tracking capability of RES is reduced. Rather, the valu-
able adjustment capacity is utilized more during the periods
when RR is scarce.

0.3 asl
02 ) ‘t.upjmiﬂx ‘ ‘ ‘
ST o
H ‘ H | Jmhm il
0 5 10 15 20 25 30
Time (day)
(a)
= 1000, Cmmax
= 800 &
ST
# 400
& sofl b TR MY A Tt
S0 5 10 15 20 25 30
Time (day)
(b)
Fig. 11. Dynamic setting results of positive day-ahead assessment indica-

tors. (a) a},,. (b) cfy-

D. Impact of RES Power Curve Optimization Strategy and
Self-owned BESS Capacity

In this paper, the management mode of RES shifts from a
forecast error management mode to a power curve assess-
ment mode. At this point, RES cannot only declare the origi-
nal forecast curve; it needs to optimize the power curve
based on the adjustment of its self-owned BESS capability
and assessment indicators. Under the same set of assessment
indicators, optimizing the power curve reasonably can effec-
tively increase the profit of RES. This subsection will com-
pare the profits of RES using the proposed power curve opti-
mization strategy and directly declaring the power forecast
curve.

As shown in Table VII, when directly reporting the fore-
cast power curve, the penalty fee C** increases significantly,
with an increase of ¥6.0355x 10° compared with using the
proposed power curve optimization strategy, and the net prof-
it of RES decreases by 11.5052%. This indicates it can effec-
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tively avoid penalty risks by optimizing the power curve and
improve the net profit of RES. In addition, when directly re-
porting the original power forecast curve, Ct decreases by
¥6.6919 x 10°, and the decrease in Cy is greater than the in-
crease in penalty fees. This suggests that the proposed power
curve optimization strategy does not reduce the grid-connect-
ed electricity of RES due to increasing plan tracking capabil-
ity, but at the same time, increasing the profit of RES. There-
fore, the reasonable optimization of the power curve is not
simple to lower the forecast curve, but to dynamically adjust
the strategy based on the strictness of the assessment. RES
can appropriately raise the curve during the periods with
looser assessment to increase the grid-connected electricity.

TABLE VII
COMPARISON OF IMPLEMENTATION EFFECTS BETWEEN DIRECTLY
DECLARING FORECAST POWER CURVE AND USING
OPTIMIZED POWER CURVE

Cs CR,s Cgrid CF" and+ CR

Strategy 10°%)  (10°%  (10°%)  (10°%  (10°%)
Without strategy ~ 5.7669  7.9113  2.1444 581640  60.3084
With proposed ) 9577 18758 09186  64.8559  65.7745

strategy

The capacity of the self-owned BESS is a key parameter
affecting the deviation correction capability of RES. Assum-
ing Qpgrss ranges from 0 to 200 MWh, the penalty fees are
calculated using the assessment indicators shown in Case 8§,
and the results are shown in Fig. 12.
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Q
& . .
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220
=
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Capacity (MWh)
Fig. 12. Penalty fees with different BESS capacities.

The penalty fee without equipping BESS for RES is
¥2.6865x10°, which is increased by 30.1768% compared
with that equipping 100 MWh of BESS. This indicates that
the self-owned BESS can effectively reduce power devia-
tion. However, equipping BESS with excessively high capac-
ity cannot continue to reduce the penalty fees. When equip-
ping 200 MWh of BESS, the penalty fee is ¥1.7560x10°,
with little improvement compared with that equipping 100
MWh of BESS. The reason is that some power deviations
can be corrected by modifying the power curve and paying a
certain penalty cost. If a large amount of valuable BESS is
used to correct the day-ahead power deviation, the correction
ability of the intraday power deviation will decrease, which
is equivalent to giving up high-value targets. Therefore, in
this paper, BESS is more focused on correcting intraday
power deviation. RES needs to reasonably plan the capacity
of its self-owned BESS, ensuring both deviation correction
capabilities and avoiding redundant equipping.
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V. CONCLUSIONS

This paper proposes a dynamic setting method for assess-
ment indicators that considers the RR scarcity and a power
curve optimization strategy for RES that considers self-
owned BESS.

1) This paper dynamically sets the assessment indicators
based on the distribution of RR supply capacity and prices
at different time. In this way, the degree of RR scarcity can
be accurately conveyed to RES in real time, which helps
maintain the supply and demand balance of RR. Compared
with using fixed indicators, this method is conducive to re-
ducing RR costs and increasing RES profits.

2) When setting the indicators, a certain range of values
should be set, and the assessment indicators should not be re-
laxed without limit to avoid misleading RES. By optimizing
the range of assessment indicator values, the rationality of
the setting results can be improved.

3) Reasonable analysis of the deviation adjustment ability
of BESS combined with forecast errors when optimizing the
power curve can effectively reduce penalty costs and in-
crease RES profits. The optimized power curve can also
help the grid reduce RR costs.

4) The capacity of the self-owned BESS is a key parame-
ter affecting the deviation adjustment ability of RES. Howev-
er, BESS is not the only way to adjust deviations, and some
deviations are more suitable for correction by adjusting the
power curve. Therefore, there is a saturation capacity for
self-owned BESS.

APPENDIX A

The supplemental formulas for the intraday assessment in-
dicators setting process are given as:
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where x™ and x" are temporary variables, and their function
forms are shown in (A11).
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The supplementary formulas for the intraday power curve
optimization strategy are given as:
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