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Abstract——Wind power prediction interval (WPPI) models in 
the literature have predominantly been developed for and test‐
ed on specific case studies. However, wind behavior and charac‐
teristics can vary significantly across regions. Thus, a prediction 
model that performs well in one case might underperform in 
another. To address this shortcoming, this paper proposes an en‐
semble WPPI framework that integrates multiple WPPI models 
with distinct characteristics to improve robustness. Another im‐
portant and often overlooked factor is the role of probabilistic 
wind power prediction (WPP) in quantifying wind power uncer‐
tainty, which should be handled by operating reserve. Operat‐
ing reserve in WPPI frameworks enhances the efficacy of WPP. 
In this regard, the proposed framework employs a novel bi-lay‐
er optimization approach that takes both WPPI quality and re‐
serve requirements into account. Comprehensive analysis with 
different real-world datasets and various benchmark models 
validates the quality of the obtained WPPIs while resulting in 
more optimal reserve requirements.

Index Terms——Ensemble model, linear programming, operat‐
ing reserve, optimal reserve requirement, prediction interval, 
probabilistic prediction, renewable integration, uncertainty rep‐
resentation, wind power prediction (WPP).

I. INTRODUCTION 

AMID a planetary transformative journey towards net-ze‐
ro greenhouse gas emissions, power systems have been 

witnessing an unprecedented level of uncertainty by virtue 
of the ever-growing penetration of wind power (WP). This 
calls for versatile wind power prediction (WPP) models to 
facilitate decision-making in system operation [1].

Probabilistic prediction is an effective tool to represent 
WP uncertainty, which regards WP as a random variable that 
can be expressed using different probabilistic measures, in‐
cluding probability density functions (PDFs) and cumulative 

distribution functions (CDFs), quantiles and intervals, dis‐
crete probabilities, and moments of probability distributions, 
e.g., mean, variance, and skewness. PDFs and CDFs are the 
most general representation forms and are widely used in sto‐
chastic power system optimization problems. Quantiles and 
prediction intervals (PIs) are the most common and visual‐
ized forms, and can predict a range within which the future 
WP will fall with a specified confidence level (SCL) [2], [3].

Wind power prediction interval (WPPI) models can be 
classified into two general types: indirect and direct WPPI 
models. Indirect WPPI models estimate a PDF for WP uncer‐
tainty first, according to which the PIs are constructed, 
whereas direct WPPI models construct WPPIs directly. The 
PDFs in indirect WPPI models are commonly generated 
based on the point prediction error for WP utilizing various 
density estimation (DE) techniques, e.g., [4]-[6]. One draw‐
back of most indirect WPPI models is their limited optimiza‐
tion flexibility in terms of maximizing sharpness while meet‐
ing the SCL. This shortcoming is addressed in direct WPPI 
models. Direct WPPI models are typically optimization-
based frameworks that are based on either minimizing or 
maximizing an objective function associated with WPPI qual‐
ity-typically by evaluating reliability and PI width. For exam‐
ple, the WPPI models presented in [7] and [8] minimize the 
PI width while considering reliability as a constraint to meet 
the SCL. The models in [9]-[16] are based on different ob‐
jective functions that take both reliability and width mea‐
sures into account. They minimize PI width and maximize 
PI reliability at the same time while considering the SCL as 
the reliability target. Due to the non-differentiability and non-
convexity of the cost functions used in [8]-[15], heuristic op‐
timization techniques are utilized. However, heuristic optimi‐
zation is time-consuming and might result in local optima 
[17], which led the researchers to come up with linear and/
or convex objective functions for WPPI optimization, e. g., 
[17]-[20].

The WPPI models in the literature have shown rewarding 
outcomes in the context of WPP. However, a general con‐
cern is that they are mainly designed for and tested on cer‐
tain test cases; yet, WP characteristics vary significantly 
across regions due to their stochastic nature. As a result, a 
prediction model that excels when applied to a wind farm 
with a certain set of features may underperform when ap‐
plied to another wind farm with a different set of characteris‐
tics. To address this shortcoming, this paper proposes a nov‐
el ensemble WPPI (EWPPI) framework that is more robust 
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against changes in WP characteristics. This framework em‐
ploys various WPPI models in an integrated structure to si‐
multaneously exploit their advantages. Each WPPI model 
has an associated weight factor that determines its contribu‐
tion to the final prediction. The weights of the models are 
adaptively specified for each test case using a proposed lin‐
ear optimization to realize the best performance.

In the WPPI literature, most efforts are focused on improv‐
ing prediction accuracy in terms of broad statistical metrics 
such as sharpness and reliability level. While these metrics 
provide helpful information about WPPI quality, the WPPIs 
still might not be tailored to the operational needs of the 
power system [21]. Reserve allocation and depletion associat‐
ed with WP integration could vary based on WPPIs. An 
emerging trend is toward customizing WPPIs established on 
operational needs, but this research area is still in its infan‐
cy. In [21], a cost-oriented WPPI model based on the ex‐
treme learning machine (ELM) is proposed in which the PIs 
are constructed such that the cost of the regulatory reserve is 
minimized. In [22], an ELM-based WPPI model is proposed 
to reduce the total operating reserve costs considering both 
reserve provision and deficit payments. In the current indus‐
try practice, the operating reserve to handle WP uncertainty 
is calculated based on the deviation of actual WP from the 
expected WP (i.e., deterministic WPP) [23]-[25]. For reserve 
definition, it is common to assume a symmetrical interval 
around the expected WP, the WP point prediction, e.g., using 
the three-sigma rule for WP error in [23], which is supposed 
to cover wind uncertainties with the confidence level speci‐
fied for the operating reserve. It is also quite common for 
utilities to have both WPPI and deterministic WP products at 
their disposal. Thus, processing available WPPI and deter‐
ministic WP from vendors to consider symmetricity in the fi‐
nal WPPIs with respect to deterministic WPP could provide 
valuable information about the dynamic reserve requirements 
(RRs). However, to the best of the authors’  knowledge, this 
has rarely been discussed in the WPPI literature.

The main contributions of this paper are as follows.
1) Developing a novel EWPPI framework to improve pre‐

diction robustness. The proposed framework is a straightfor‐
ward ensemble structure that employs various WPPI models 
whose contributions to the final WPPI are adaptively deter‐
mined to maximize performance on any given test system. 
The ensemble model tuning is realized through an efficient 
and swift bi-layer optimization technique. The inner layer of 
the optimization determines the weight of each individual 
WPPI model via linear programming (LP) with a single hy‐
perparameter obtained from the outer layer. The outer layer 
is responsible for optimizing the final WPPI while ensuring 
the SCL is met by adjusting the single hyperparameter, for 
which it uses a straightforward iterative algorithm with an 
extremely fast and exponential convergence rate. Notably, 
the model tuning procedure is entirely independent of the 
WPPI models employed in the ensemble prediction engine 
(EPE). Therefore, any WPPI model can be easily integrated 
into the EPE to further improve performance. Also, due to 
the independence of the WPPI models within the EPE, paral‐
lel processing can be utilized to autonomously and efficient‐

ly train these models. As such, the proposed framework does 
not result in increased computation time.

2) Incorporating RR optimization within the prediction 
framework. The objective function of the inner layer of mod‐
el optimization is designed to achieve high-quality WPPIs, 
which also results in optimized RRs in system operation. 
This linear objective function determines the optimal ensem‐
ble model weights through minimizing PI width, penalizing 
samples outside of PI, and maximizing PI symmetricity 
around the deterministic WPP that results in reducing the 
RR standard deviation as well as the likelihood of high RR 
values.

The proposed framework will be particularly beneficial 
for electric utilities and wind farm operators that employ 
multiple WP forecasts from various vendors to generate a 
highly accurate final forecast based on the individual fore‐
casts they receive while the RR for handling WP uncertainty 
is optimized. In the following, Section II describes the over‐
all prediction framework, Section III presents the EPE, Sec‐
tion IV explains the proposed bi-layer optimization ap‐
proach, Section V evaluates the model’s performance, and 
Section VI presents the conclusions of the paper.

II. OVERALL PREDICTION FRAMEWORK 

Figure 1 is an overall schematic diagram of the proposed 
EWPPI framework. In the proposed framework, the histori‐
cal WP time series and the associated deterministic WPP are 
fed into the EPE. In the EPE, various interval-based WPP 
models from a wide range of prediction methodologies and 
frameworks are used to construct the candidate WPPIs based 
on the SCL, which are described in Section III. Then, at the 
ensemble model optimization stage, the weight associated 
with the WPPI candidate in the final WPPI is determined 
through a proposed bi-layer optimization approach.

The ensemble weights are optimized based on maximizing 
WPPI quality (measured based on the PI reliability and 
sharpness) and maximizing symmetricity with respect to the 
deterministic WPP that results in a more optimal RR. The bi-
layer optimization approach is presented in Section IV.

In Fig. 1, IMj and DMj represent the jth (j = 12g) indi‐
rect model and direct model, respectively. As observed, the 
WPPI models are independent, and hence can be implement‐

EPE

Deterministic WPP WP time series

…IM1 IM2 IMg …DM1 DM2 DMg

WPPI candidates

Ensemble model

 optimization

Final WPPI with

 optimal RR

Indirect models Direct models

Fig. 1.　Schematic diagram of proposed EWPPI framework.
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ed using parallel processing. Also, only the output of the 
models is used at the ensemble model optimization stage, 
and it is completely independent of the type of WPPI model 
used. Therefore, any WPPI model can be included in the 
EPE without requiring any framework modifications. The de‐
terministic prediction model is employed in the proposed 
framework to also allow for the inclusion of WPPI models 
based on point prediction error in the EPE.

III. WPPI CANDIDATES 

In the proposed framework, a set of indirect and direct 
WPPI candidates are constructed based on the WP time se‐
ries and its associated point prediction, each of which is pro‐
vided by a distinct WPPI model. This section only summariz‐
es the WPPI models used in the numerical experiments (as 
shown in Section V); however, the proposed EWPPI can uti‐
lize the WPPI results from any WPPI model. The WPPI 
models included in the EPE are categorized in Table I, fol‐
lowed by their description.

1) IM1: T location-scale (TLS) DE on point prediction er‐
ror [4].

2) IM2: kernel DE (KDE) on point prediction error [6].
3) IM3: predictive categorical TLS DE.
4) IM4: predictive categorical KDE.
5) DM1: quantile regression (QR) on point prediction er‐

ror [4].
6) DM2: predictive categorical QR.
7) DM3: WPPI based on QR and LP without regulariza‐

tion [20].
8) DM4: WPPI based on QR and LP with regulariza‐

tion [18].
Indirect WPPI models first estimate a PDF for WP, and 

then derive the PI based on that, while direct WPPI models 
generate PIs directly.

A. Indirect WPPI Models

This subsection explains the process of creating indirect 
WPPI models included in the EPE.
1)　Error-based Indirect WPPI Models

IM1 and IM2 are error-based indirect WPPI models that 
are developed based on the DE of the WP point prediction 
error. Then, the PI is constructed by considering a confi‐
dence interval around the WP point prediction value. The in‐
terval is specified through the following steps.

Step 1: calculate the point prediction error εi.

εi = Ti - Yi i = 12N (1)

where εi is the point prediction error for the ith WP sample; 
Ti is the target value (actual WP generation) of the ith WP 
sample; Yi is the predicted value for the ith WP sample; and 
N is the total number of WP samples.

Step 2: estimate a PDF for the point prediction error ε. 
IM1 and IM2 use the TLS distribution (2) and kernel func‐
tion (3) for DE, respectively.

f (ε; μσν ) =
Γ ( )ν + 1

2

σ νπ Γ ( )ν2
é

ë

ê
êê
ê ù

û

ú
úú
ú

1 +
1
ν ( ε - μσ ) 2 -

ν + 1
2

(2)

fh(ε) = 1
Nh∑i = 1

N

K ( )ε - εi

h (3)

where μ, σ, and ν are the location, scale, and shape parame‐
ters, and are chosen to be equal to the mean, standard devia‐
tion, and the number of samples in each time window con‐
sidered for DE, respectively; Γ ( )×  is the Gamma function;  
K ( )×  is the kernel function; and h > 0 is the smoothing band‐
width. Basically, the kernel density estimator smooths each 
data point into a small density bump, with these bumps then 
added together to obtain the final density. Without loss of 
generalization, the Gaussian kernel (4) is chosen as the ker‐
nel function in this paper.

K ( x) = 1

2π
e
-

1
2

x2

(4)

Step 3: convert the PDF to a CDF and determine the inter‐
val according to the CDF and the SCL.

The upper and lower bounds of the interval are equal to 
the upper and lower quantile values, calculated on the CDF 
according to the SCL (1 - α)%.

For a given SCL (1 - α)% , the lower and upper quantiles 
(-α and ᾱ) can be determined as:

-α = 1 - ᾱ = α/2 (5)

According to the definition, the value of quantile v (qv) 
for a random variable x is the value that satisfies (6):

Pr ( x £ qv ) = v (6)

Therefore, the value of the lower (upper) quantile q
-α
 (q ᾱ) 

is the minimum value whose CDF is greater than or equal 
to -α (ᾱ).

Step 4: construct the WPPI by adding the interval to the 
point prediction result.

ì
í
î

ïï
ïï

M̄ = Y + q ᾱ( )ε
-M = Y + q

-α
( )ε (7)

where M̄ and -M are the upper and lower bounds of the con‐
structed WPPI, respectively; Y is the point prediction result; 
and q ᾱ(ε) and q

-α
(ε) are the upper quantile ᾱ and lower quan‐

tile -α values calculated from the CDF of ε, respectively.
2)　Predictive Indirect WPPI Models

IM3 and IM4 are predictive indirect WPPI models devel‐
oped based on the DE of the WP time series. These models 
use a proposed categorical predictive DE approach, in which 
the WP samples are first divided into several categories, and 
then a PDF is estimated for each category.

TABLE I
WPPI MODELS INCLUDED IN EPE

Type

Indirect

Direct

Category

Error-based (parametric)

Error-based (non-parametric)

Predictive (parametric)

Predictive (non-parametric)

Error-based

Predictive

Model

IM1

IM2

IM3

IM4

DM1

DM2, DM3, DM4
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The suggested approach for categorization is based on the 
slope (SL) of the WP time series in the previous samples, 
which can be calculated as:

SLi = xi - 1 - xi - 2 (8)

where SLi is the SL value for the ith WP sample xi; and xi - 1 
and xi - 2 are the WP values in the first and second lags, re‐
spectively.

In this approach, the SL value should be first calculated 
for all samples according to (8). Then, the samples are dis‐
cretely classified based on their SL value. After categorizing 
the samples, the difference between each WP sample and its 
preceding value is calculated as given in (9).

δi = xi - xi - 1 (9)

Next, a PDF is estimated for the δi values associated with 
each category, for which IM3 and IM4 use the TLS distribu‐
tion (2) and kernel function (3), respectively. These PDFs 
provide valuable information about WP behavior. Based on 
these PDFs, the WP value in the following step can be effec‐
tively estimated based on the present WP value and its value 
in the previous step (the slope of the WP time series). In oth‐
er words, in this differential prediction approach, the model 
predicts the difference between the current and future WP 
values based on the difference between the current and prior 
WP values. After obtaining the PDFs, they should be con‐
verted into CDFs, according to which the PIs are deter‐
mined, as described in Step 4.

Overall, considering the aforementioned explanations, to 
perform WPP at the ith step, first calculate SLi + 1 using (8) 
and then determine the category according to SLi + 1. Next, 
specify the upper and lower bounds of the interval according 
to the category. Finally, construct the WPPI for the next step 
by adding the specified interval to the current WP value xi. 
To perform multi-step prediction using this approach, instead 
of the actual WP value, its corresponding point prediction 
value can be used.

B. Direct WPPI Models

This subsection describes the process of creating direct 
WPPI models included in the EPE.
1)　Error-based Direct WPPI Models

DM1 is an error-based direct WPPI model that constructs 
the WPPI based on the point prediction error directly. DM1 
uses the QR technique for PI construction. After calculating 
the point prediction error ε = [ ]ε1ε2εN  according to (1), 
the objective function given in (10) is used to directly deter‐
mine the value of the lower and upper quantiles of ε based 
on the SCL [18].

min
βv

∑
vÎ { }ᾱ-α
∑
i = 1

N

ψv( )εi - ξv( )E iβv (10a)

ψv( x) = ì
í
î

vx x ³ 0

( )v- 1 x x < 0
(10b)

Ei = [ εi - d εi - d - 1  εi - 1 ] (10c)

where βv denotes the unknown parameters of the QR func‐
tion ξv(E iβv ) associated with the vth quantile; ψv( )×  is an ab‐
solute value linear penalty function; and d is the number of 

lags used as the input to ξv(E iβv ). ξv(E iβv ) can be linearly 

formulated based on a linear regression or ELM. As ψv( )×  
and ξv( )E iβv  are linear, the resulting optimization problem 

forms an LP. After calculating the upper quantile value q ᾱ(ε) 
and the lower quantile value q

-α
(ε) using (10), the WPPI is 

constructed according to (7).
2)　Predictive Direct WPPI Models

DM2, DM3, and DM4 are predictive direct WPPI models 
that directly construct the WPPI based on the WP time se‐
ries. DM2 uses a categorical predictive DE approach similar 
to that described for the predictive indirect models in the pre‐
vious subsection. The difference between DM2 and the pre‐
dictive indirect WPPI models is that DM2 does not require 
PDF estimation prior to PI construction. Instead, it uses the 
QR technique (10) to directly determine the PI (the upper 
and lower quantile values) for each category. DM3 [20] and 
DM4 [18] use two different objective functions for WPPI 
construction, both of which are convex, developed based on 
QR, and solved using LP.

IV. PROPOSED BI-LAYER OPTIMIZATION APPROACH 

This section describes the proposed bi-layer optimization 
approach to tuning the ensemble model and optimizing the 
WPPI.

A. Inner Layer Optimization

The inner layer optimization determines the ensemble 
weights to maximize the WPPI quality. A novel linear objec‐
tive function is designed for this layer. Assume the EPE con‐
sists of m distinct WPPI models. Then, the final WPPI can 
be obtained from (11).

ì
í
î

ïï

ïï

ȳi = āT M̄ i

-
y

i
= -a

T

-M i

(11)

where ȳi and 
-
y

i
 are the final upper and lower bounds predict‐

ed for the ith WP sample, respectively; ā and -a are the M ´ 1 
vectors containing the weight of WPPI candidates associated 
with the upper and lower bounds, respectively, and M is the 
total number of WPPI candidates; and M̄ i and -M i are the M ´
1 vectors consisting of the upper and lower bounds predicted 
by the M models for the ith WP sample, respectively.

The objective function given in (12) is proposed to deter‐
mine the ensemble weights, i. e., the contribution of each 
WPPI model to the final WPPI. This objective function is de‐
signed to maximize WPPI quality by minimizing the width 
of the PIs while penalizing samples outside of the intervals 
and attempting to construct symmetric intervals around the 
WP point prediction. The L1 regularization (Lasso regres‐
sion) of the ensemble weights is also considered in (12) to 
prevent overfitting.

min
ā-a
∑
i = 1

N ( )W ( )Ui +W ( )Li + ks ||Ûi - L̂i + kr( ) ā
1
+  -a 1

(12a)

W ( x) = {x               x ³ 0
-x ×PF    x < 0

(12b)

68



REZAIE et al.: ENSEMBLE WIND POWER PREDICTION INTERVAL WITH OPTIMAL RESERVE REQUIREMENT

ì
í
î

ïï
ïï

Ui = ȳi - Ti

Li = Ti - -
y

i

i = 12N (12c)

ì
í
î

ïï

ïïïï

Ûi = ȳi - Yi

L̂i = Yi - -
y

i

i = 12N (12d)

where i is the sample number; PF ³ 1 is the penalty factor 
for the samples located outside of the final interval; Ti and 
Yi are the actual and predicted WP values associated with 
the ith sample, respectively; and ks ³ 0 and kr ³ 0 are the sym‐
metricity and regularization importance parameters, respec‐
tively.

By defining variables γ̄, 
-
γ, γsym, γ̄reg, and 

-
γ reg, (12) can be 

converted into an LP model, as given in (13).

min
S

é

ë

ê
êê
ê ù

û

ú
úú
ú∑

i = 1

N ( )γ̄i + -
γ

i
+ γsym

i +∑
j = 1

M ( )γ̄reg
j +

-
γ reg

j
(13a)

s.t.

γ̄i ³Ui ³-γ̄i /PF i = 12N (13b)

-
γ

i
³ Li ³- -

γ
i
/PF i = 12N (13c)

γsym
i ³ ks( )Ûi - L̂i ³-γsym

i i = 12N (13d)

γ̄reg
j ³ krāj ³-γ̄

reg
j j = 12M (13e)

-
γ reg

j
³ kr-a j ³- -

γ reg

j
j = 12M (13f)

āj-a jγ̄
reg
j 

-
γ reg

j
³ 0 j = 12M (13g)

γ̄i-
γ

i
γsym

i ³ 0 i = 12N (13h)

where S = {ā-a γ̄-
γ γsymγ̄reg

-
γ reg}.

This linear optimization problem (13) is solved based on a 
pre-determined PF value, which is optimally set by the outer 
layer, as elucidated in Section IV-C. In the following, the ob‐
jective function in (13) and its associated constraints are fur‐
ther explicated.

The cost function in (13a) is comprised of two summation 
terms. The first ensures high-quality PIs with symmetricity 
consideration, while the second ensures a robust model and 
alleviates the risk of overfitting. In the first term, γ̄i and 

-
γ

i
 

penalize the ensemble model if the upper or lower bounds of 
the PI deviate from sample point (Ti). Penalties correspond‐
ing to γ̄i and 

-
γ

i
 are determined based on (13b) and (13c), re‐

spectively. A higher PF results in larger penalties when the 
upper bound (ȳi) or lower bound (

-
y

i
) is less than or larger 

than the sample point (Ti), respectively. γsym
i  in (13a) penaliz‐

es the PIs that are asymmetric with respect to the determinis‐
tic forecast (Yi). The minimum γsym

i  is determined such that 
(13d) holds. ks in (13d) is a user-defined hyperparameter that 
determines the importance of symmetricity. Formulas (13e) 
and (13f) are associated with regularization terms in the cost 
function to cope with over-training.

B. Optimal RR

This subsection describes how constructing symmetric in‐

tervals around the expected WP value, i. e., minimizing γsym 
in (13), can result in optimal RRs.

In the current industry practice, operating reserve to han‐
dle WP uncertainty is typically calculated based on the devia‐
tion of actual WP from the dispatched level, while WP is dis‐
patched at the expected values obtained from deterministic 
forecasts. An interval is considered around the expected WP, 
i. e., the WP point prediction, which is supposed to cover 
wind uncertainties with the confidence level specified for the 
operating reserve. For instance, the three-sigma rule (i.e., con‐
fidence level of 99.7%) is applied to the WPP error to deter‐
mine the regulating RR associated with WP uncertainty in 
the Eastern Wind Integration and Transmission Study [23], 
[26]. In [24], the imbalance RR is defined based on hour-
ahead deterministic forecast error. Having both deterministic 
WPP and WPPI to determine the RR for each time interval, 
the difference between the lower and upper bounds of the 
WPPI and the WP point prediction can be considered as the 
ramp-up reserve (RUR) and ramp-down reserve (RDR) re‐
quirements, respectively. In other words, WPPIs represent 
the potential overestimation and underestimation of the WP, 
which should be compensated for by the RUR and RDR, re‐
spectively.

Unlike conventional WPPIs that do not take RR into ac‐
count and could be irrelevant to the WP point prediction, the 
proposed approach constructs the PIs tending to center the 
WP point prediction. Therefore, the proposed WPPI results 
in less variation in RUR and RDR requirements from one 
time interval to another. This lower variation facilitates deci‐
sion-making in real-time power system operation, as opera‐
tors do not expect significant changes in RUR and RDR in 
different time intervals. It also reduces the likelihood of high 
RR values for wind uncertainty, which improves economic 
operation and enhances system reliability when the available 
reserve is limited. Figure 2 is a simplified illustration of the 
prior statements, where L can be any positive values (R+). 
Without taking symmetricity into account, note that RDR is 
high when RUR is low, and vice versa.

C. Outer Layer Optimization

The outer layer is responsible for optimizing the reliability 
and sharpness of the final WPPI. A straightforward algo‐
rithm is designed that optimizes the WPPI using a single 
control variable: the PF value used in the inner layer (13). 

Probability of

 occurrence

Without consideration

With consideration

0 L 2L 3L 4L 5L
Absolute RR value

Fig. 2.　Empirical PDF of absolute RR value with and without consider‐
ation of interval symmetricity around WP point prediction.
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Figure 3 is a flowchart of the proposed algorithm.

In Fig. 3, the PI coverage probability (PICP) measures the 
PI reliability and is calculated using (14), considering the 
SCL that must be satisfied. Ҽ determines the maximum ac‐
ceptable positive deviation from the SCL, which is 1% in 
this paper.

PICP =
1

NT
∑
i = 1

NT

θi ´ 100% (14a)

θi =
ì
í
î

1
-
y

i
£ Ti £ ȳi

0 otherwise
(14b)

where NT is the total number of test WP samples. The pro‐
posed algorithm begins with an initial value (PF 0) for the 
optimal PF (PF opt). Then, according to Fig. 3, it finds two 
PF values: one lower than the actual PF opt called PF min, and 
the other higher than the actual PF opt called PF max. On the 
one hand, solving (13) based on PF min results in PIs that are 
too sharp and consequently unable to meet the SCL. On the 
other hand, solving (13) based on PF max results in PIs that 
are excessively wider than necessary to satisfy the SCL. 
Thereafter, the algorithm considers the mean of PF max and 
PF min as the new PF opt. If solving (13) based on this PF opt 
results in a PICP value lower than the SCL, this PF value is 
considered the new PF min; likewise, if the calculated PICP is 
higher than the SCL +Ҽ, it is considered the new PF max. 
Then, PF opt is set equal to the mean of the updated values of 
PF max and PF min, and this procedure is repeated until the ac‐
tual PF opt is found. The actual PF opt is the PF value that re‐
sults in a PICP value greater than the SCL and lower than 
SCL +Ҽ.

Because the proposed algorithm approaches PF opt by the 
power of 2, it has an extremely fast convergence rate and re‐
quires only a few iterations to reach the optimal solution. 
This algorithm adjusts the model’s PICP according to its ref‐
erence value (SCL) and results in WPPIs that are optimal in 
terms of both reliability and sharpness. The PI sharpness has 
an inverse relationship with the PF; increasing the PF re‐
sults in increasing the PI width to decrease the number of 
samples located outside of the interval. Therefore, the pro‐
posed algorithm optimizes the sharpness by adjusting the PF 

while considering the reliability (PICP) as a constraint. This 
constraint also ensures optimum reliability by preventing the 
construction of PIs with insufficient or excessive PICP val‐
ues.

To summarize the proposed bi-layer optimization ap‐
proach, it follows an iterative optimization process. Within 
each iteration, the outer layer assigns a value to the hyper-pa‐
rameter PF. Subsequently, the inner layer performs optimiza‐
tion of ensemble weights, according to (13), to minimize the 
width of the final WPPI. Upon attainment of these optimized 
ensemble weights, the PICP is computed, which is then em‐
ployed by the outer layer to adaptively update the PF value, 
according to Fig. 3. The termination criterion for this itera‐
tive procedure is met when the calculated PICP surpasses 
the SCL, ensuring the fulfillment of the reliability target, 
while also remaining below the threshold of SCL +Ҽ to pre‐
vent the emergence of excessively wide PIs.

V. NUMERICAL RESULTS AND DISCUSSIONS 

A. Test Systems, Evaluation Factors, and Model Tuning

This subsection evaluates the effectiveness of the pro‐
posed EWPPI framework using three real-world WP genera‐
tion datasets. Case 1 (ALB) features historical WP genera‐
tion data from Alberta, Canada, for December 2014 to De‐
cember 2015 [27]. Case 2 (CEN) features historical WP gen‐
eration data from Centennial wind farm in Saskatchewan, 
Canada, for December 2014 to December 2015, provided by 
SaskPower. Case 3 (SOT) features historical WP generation 
data from Sotavento wind farm, Spain, for December 2019 
to December 2020 [28]. The time resolution of all datasets is 
10 min. The performance of the WPPI models is assessed us‐
ing the evaluation factors given in (14)-(18) [9], [12], [15].

PIAW =
1

NT
∑
i = 1

NT ( )ȳi - -
y

i
´ 100% (15)

CWC =PIAW × (1 +Qe-Vv( )PICP - SCL ) ´ 100 % (16a)

Q = {0 PICP ³ SCL
1 PICP < SCL

(16b)

PIOS =
1

NT

|

|

|
||
|
|
|∑

i = 1

NT

Sci

|

|

|
||
|
|
|
´ 100% (17a)

Sci =

ì

í

î

ï

ï
ïï
ï

ï

ï

ï
ïï
ï

ï

-2α ( )ȳi - -
yi - 4 ( )-

y
i
- Ti Ti < Y l

i

-2α ( )ȳi - -
y

i
- 4 ( )Ti - ȳi Ti > Y u

i

-2α ( )ȳi - -
y

i
otherwise

(17b)

ACS =
1

Ncase
∑
j = 1

Ncase

Qj( )SCLj -PICPj (18)

where Ncase is the number of cases for which the WPPIs are 
constructed; and V is a kind of penalty factor dissatisfying 
the SCL, which is chosen to be 50 according to [15].

The model is re-trained every three days using the most 
recent 30-day data. The symmetricity (ks) and regularization 
(kr) importance parameters are considered to be 10 and 0.01, 

Start

Inner layer 

optimization

End

N

PFopt=1, PFmin=1, PFmax=1

Determine ensemble

 weights by solving

 (13) and calculate PICP

Δ=PICP�SCL

0�Δ�Ҽ?
Y

PFmin=PFopt

Y

N

YPFmax=PFopt

N

Δ<0? 

PFmax=1?

N
N

Y

Y
PFmin<PFmax?

Δ<0? 

PFopt=(PFmin+PFmax)/2

PFopt=2PFopt

PFopt=PFopt/2

Fig. 3.　Outer layer optimization determining optimal PF.
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respectively. For all WPPI models implemented in this pa‐
per, the number of hidden neurons (NHN) and the input vec‐
tor dimension (IVD) (the number of previous time steps con‐
sidered as input) for each case are optimally set and updated 
monthly using the five-fold cross-validation technique [29]. 
A three-layer loop is defined to implement the five-fold cross-
validation technique, shown in the following pseudocode.

The five-fold cross-validation results in an 11×12 matrix 
with the cell with the lowest value determining the best IVD 
and NHN values. Due to the enormous number of simula‐
tions needed to implement the five-fold cross validation ap‐
proach as well as the low variability of NHN and IVD over 
short time periods, cross validation was only applied month‐
ly; hence, IVD and NHN are optimized at the beginning of 
each month.

B. WPPIs: Overall Performance

The effectiveness of the proposed EWPPI framework is 
evaluated through comparison with the following bench‐
marks.

BM1: the direct WPPI model based on QR and LP, with‐
out regularization, presented in [20].

BM2: the direct WPPI model based on QR and LP, with 
regularization, presented in [18].

BM3: the lower upper bound estimation method presented 
in [8], which optimizes the WPPI by minimizing the PI aver‐
age width (PIAW) (15) while considering PICP as a con‐
straint.

BM4: the lower upper bound estimation method presented 
in [15], which optimizes the WPPI by minimizing the cover‐
age width-based criterion (CWC) (16).

BM5: the lower upper bound estimation method presented 
in [12], which optimizes the WPPI by minimizing the PI 
overall score (PIOS) (17).

Note that BM1 and BM2 are included in the EPE as DM3 
and DM4, respectively. To evaluate the WPPI models, their 
performance is simulated for one year with two different 
forecast horizons: 30-min and 1-hour ahead. The WPPIs are 
constructed based on SCLs of 90% and 95%, as WPP with 
high confidence levels is required in practice to ensure reliable 
and optimal operation of power systems. The detailed results 
obtained from the WPPI models are presented in Tables II-V.

According to Tables II-IV, the models based on QR (BM1 
and BM2) provide the sharpest WPPIs on average compared 
with the other WPPI models. However, they are unable to 
achieve sufficient PICP values to satisfy the SCL for the pre‐

diction. Among the three other benchmarks (BM3, BM4, 
and BM5), BM5 is more successful in terms of meeting the 
SCL and results in WPPIs with lower CWC and PIOS val‐
ues. The model training procedure for these three models re‐
quires heuristic optimization, which is significantly more 
time-consuming than the training procedure for QR-based 
models and the proposed EWPPI implemented in this paper.

These results demonstrate the superiority of the proposed 
EWPPI framework over the benchmark models as well as 
the robustness and flexibility of its performance. According 
to the results, the proposed EWPPI framework performs bet‐
ter than the convex WPPI models (BM1 and BM2) by 
57.49% in terms of the average CWC, 11.57% in terms of 
the average PIOS, and 100% in terms of the average cover‐
age shortage (ACS). It also outperforms the non-convex WP‐
PI models (BM3, BM4, and BM5) by 57.47% in terms of 
the average CWC, 18.31% in terms of the average PIOS, 
and 100% in terms of the ACS.

According to Tables II-IV, the proposed EWPPI frame‐
work is the most proficient model among all WPPI models 
in terms of satisfying the SCL requirement. Compared with 
the five benchmark models, EWPPI provides the sharpest 
PIs while meeting the SCL, and its CWC and PIOS values 
are the lowest among all prediction models for all case stud‐
ies. In terms of all evaluation factors presented in Table V, 
EWPPI outperforms all other models.

TABLE II
PERFORMANCE EVALUATION OF WPPI MODELS FOR CASE 1 (ALB)

SCL 
(%)

90

95

Forecast 
horizon

30-min

1-hour

30-min

1-hour

Model

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

PICP (%)

88.49

89.46

89.63

90.25

89.69

90.12

89.02

89.44

88.98

89.20

90.07

90.59

93.66

94.28

94.63

94.31

95.56

95.29

94.25

93.83

94.02

94.09

94.29

95.41

PIAW (%)

6.35

6.50

11.09

10.89

11.09

7.20

10.56

10.39

15.43

14.83

15.47

11.33

8.20

8.47

13.58

13.86

13.81

10.02

13.56

13.52

17.85

18.26

18.61

15.92

CWC (%)

19.88

15.01

24.45

10.89

24.03

7.20

27.80

24.15

41.09

36.98

15.47

11.33

24.26

20.59

29.92

33.46

13.81

10.02

33.29

37.76

46.96

47.11

45.16

15.92

PIOS (%)

2.20

2.24

3.25

3.12

3.10

2.14

3.38

3.50

4.58

4.31

4.34

3.14

1.44

1.38

1.90

1.94

1.79

1.30

2.12

2.18

2.57

2.59

2.48

2.00

Pseudocode of the five-fold cross-validation technique

for IVD = 2 : 12

   for NHN = 5 : 5 : 60

       for K = 1 : 5
         Train the model using the training data

         PIOS(K) ← Calculate PIOS on the validation data

      end

      CV (IVD NHN) = mean(PIOS)

   end

end
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C. WPPIs: Seasonal Performance

The seasonal performance of the WPPI models is also in‐
vestigated for 1-hour ahead prediction with an SCL of 90% 
to evaluate the model performance in greater detail. The re‐
sults obtained from this analysis are presented in Tables VI-
IX.

According to results presented in Tables VI-IX, the pro‐
posed framework is capable of consistently generating high-
quality PIs despite the seasonal variations in wind character‐
istics. Among all WPPI models implemented, EWPPI is the 
most reliable and efficient model, being considerably more 
successful in satisfying the SCL over different seasons while 
generating sharp WPPIs. The average CWC, average PIOS, 
and ACS values for the PIs constructed by EWPPI are the 
lowest of all models for all case studies. The seasonal perfor‐
mance evaluation results demonstrate the high robustness of 
the proposed EWPPI framework to variations in wind charac‐
teristics.

In regard to the optimization problems defined for WPPI 
construction in the benchmark models, BM2, BM3, and 
BM4 use non-convex objective functions that should be 
solved using heuristic algorithms, which are time-consuming 
and not as reliable as they might get trapped into local opti‐
ma. BM1 and BM2 are based on convex objective functions, 
so they can be efficiently solved with a global solution.

However, the solutions obtained using these models are 
only the best solutions for the defined cost function, not nec‐
essarily the best WPPI. In other words, these convex models 
construct the best WPPI based on QR, not the best WPPI 
that could be constructed. As the numerical results show, the 
intervals constructed based on QR are usually too sharp, and 
their quality drastically decreases as the prediction horizon 
increases.

D. Impact of Symmetricity on RR

This subsection investigates the impact of the symmetrici‐
ty factor on RR and PI quality. The 1-hour ahead WPPI for 
Case 1 (ALB) with an SCL of 90% is considered for analy‐
sis as an example. To evaluate the PI symmetricity around 
the WP point prediction, two symmetricity measures, SM1 
and SM2, are defined as given in (19) and (20), respectively. 
The lower the SM1 and SM2 values, the more symmetric the 
WPPI; for a perfectly symmetric PI, SM1 and SM2 both 
equal zero (Ûi = L̂ii = 12NT).

SM1 =
1

NT
∑
i = 1

NT

||Ûi - L̂i ´ 100% (19)

SM2 =
1

NT
∑
i = 1

NT ( )Ûi - L̂i

2

´ 100% (20)

TABLE IV
PERFORMANCE EVALUATION OF WPPI MODELS FOR CASE 3 (SOT)

SCL 
(%)

90

95

Forecast 
horizon

30-min

1-hour

30-min

1-hour

Model

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

PICP (%)

88.95

89.67

89.75

89.98

90.27

90.65

89.11

88.87

89.18

89.13

90.12

90.51

94.02

94.65

94.50

94.60

95.38

95.28

94.21

93.34

94.09

94.01

94.59

95.42

PIAW (%)

11.87

11.84

16.21

16.01

16.55

12.89

18.16

17.06

21.29

20.84

22.21

19.17

15.91

16.05

20.39

20.60

20.80

18.50

24.13

22.69

26.40

26.37

27.85

26.01

CWC (%)

31.97

25.78

34.62

32.14

16.55

12.89

46.49

47.07

53.44

53.08

22.21

19.17

41.86

35.18

46.54

45.81

20.80

18.50

59.94

74.63

67.94

69.58

61.99

26.01

PIOS (%)

4.27

4.40

5.15

5.05

4.75

3.81

6.01

6.28

6.64

6.51

6.37

5.50

2.72

2.84

3.07

3.14

2.90

2.47

3.71

4.05

3.94

3.99

3.80

3.35

TABLE III
PERFORMANCE EVALUATION OF WPPI MODELS FOR CASE 2 (CEN)

SCL 
(%)

90

95

Forecast 
horizon

30-min

1-hour

30-min

1-hour

Model

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

PICP (%)

89.37

89.80

89.74

89.89

90.72

90.92

89.22

88.64

89.44

89.03

90.00

90.43

94.23

94.76

94.55

94.62

95.19

95.37

94.35

93.12

94.21

94.06

94.86

95.55

PIAW (%)

15.69

15.39

19.73

19.30

20.02

16.73

23.24

21.52

25.22

24.97

26.57

24.30

20.94

21.08

25.06

25.21

25.31

23.97

31.02

28.79

32.09

31.94

33.92

32.85

CWC (%)

37.15

32.42

42.25

39.65

20.02

16.73

57.52

63.99

58.63

65.49

53.21

24.30

51.79

44.87

56.48

55.64

25.31

23.97

73.91

102.37

79.66

83.05

70.33

32.85

PIOS (%)

5.68

5.80

6.35

6.24

5.85

4.96

7.87

8.13

7.94

8.06

7.56

6.91

3.57

3.70

3.83

3.82

3.54

3.32

4.90

5.35

4.84

4.90

4.53

4.34
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The results of the WPPI construction with different kr and 
ks values for the specified test system are given in Table X, 
where the RR is calculated as:

RR =RURRDR (21a)

RUR =
ì
í
î

Ûi Ûi > 0

0 Ûi £ 0
i = 12NT (21b)

RDR =
ì
í
î

L̂i L̂i > 0

0 L̂i £ 0
i = 12NT (21c)

As expected, the results indicate increasing ks decreases 
both SM1 and SM2, which leads to a decrease in the stan‐
dard deviation of RR. Note that ks shall not be set to exces‐
sively high values, otherwise, it will result in unstable out‐
comes as shown in Table X for ks = 100. It is worth mention‐
ing that as demonstrated in Table X, in addition to the stan‐
dard deviation, the average RR can also decrease as ks in‐
creases. Taking symmetricity into account in WPPI optimiza‐
tion using the proposed objective function does not degrade 
PI quality but rather improves it. In other words, PI quality 
does not need to be compromised in exchange for a lower 
RR. The PIOS values in Table X indicate the proposed frame‐
work reduces the RR while also improving the PI quality.

To visualize the RR distribution, a violin plot of the RR is 
given in Fig. 4, representing the swarm scatter plot and the 
corresponding boxplot for three different ks values with kr =
0.01. According to Fig. 4, increasing the symmetricity impor‐
tance factor (ks) in the WPPI optimization increases the RR 
density around a median value, reducing the probability of 
the occurrence of high RR values.

TABLE V
AVERAGE VALUES OF EVALUATION FACTORS

Case

ALB

CEN

SOT

Model

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

Average CWC (%)

26.31

24.38

35.61

32.11

24.62

11.12

55.09

60.91

59.26

60.96

42.22

24.46

45.07

45.67

50.64

50.15

30.39

19.14

Average PIOS (%)

2.29

2.33

3.08

2.99

2.93

2.15

5.51

5.75

5.74

5.76

5.37

4.88

4.18

4.39

4.70

4.67

4.46

3.78

ACS (%)

1.15

0.75

0.69

0.60

0.25

0.00

0.71

0.92

0.52

0.60

0.04

0.00

0.93

0.87

0.62

0.57

0.10

0.00

TABLE VII
SEASONAL PERFORMANCE EVALUATION OF MODELS FOR CASE 2 (CEN)

Season

Winter

Spring

Summer

Autumn

Model

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

PICP (%)

90.18

89.43

90.53

90.67

91.18

90.49

88.35

88.16

90.16

87.88

89.88

91.20

89.28

88.21

89.23

89.14

89.42

89.81

89.09

88.77

87.84

88.44

89.51

90.24

PIAW (%)

22.51

20.66

24.84

24.51

24.94

22.96

22.87

20.60

24.83

24.31

25.71

22.78

23.01

21.57

25.80

24.03

26.53

28.39

24.56

23.22

25.40

27.04

29.09

22.97

CWC (%)

22.51

48.13

24.84

24.51

24.94

22.96

75.06

72.29

24.83

94.48

53.01

22.78

55.99

74.36

63.72

60.97

61.99

59.61

63.27

66.17

100.19

86.03

66.26

22.97

PIOS (%)

7.08

7.04

7.32

7.09

6.85

6.34

7.53

8.06

7.56

7.97

7.30

6.88

8.56

8.90

8.60

8.49

7.90

7.65

8.33

8.50

8.29

8.68

8.21

6.75

TABLE VI
SEASONAL PERFORMANCE EVALUATION OF MODELS FOR CASE 1 (ALB)

Season

Winter

Spring

Summer

Autumn

Model

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

PICP (%)

89.51

89.98

89.26

89.38

91.81

90.94

88.77

89.41

88.72

89.37

88.86

90.76

88.53

89.32

88.77

88.77

89.04

90.29

89.28

89.04

89.18

89.28

90.58

90.38

PIAW (%)

10.34

10.29

14.86

14.15

14.68

10.87

10.47

10.00

15.36

15.47

16.08

11.04

10.28

10.03

13.99

13.70

14.50

11.68

11.15

11.24

17.50

15.97

16.60

11.72

CWC (%)

23.55

20.68

36.37

33.44

14.68

10.87

29.84

23.43

44.49

36.67

44.51

11.04

31.72

24.12

39.87

39.04

37.93

11.68

27.13

29.40

43.87

38.86

16.60

11.72

PIOS (%)

3.19

3.34

4.50

4.23

4.15

3.03

3.33

3.39

4.45

4.38

4.48

3.00

3.56

3.74

4.54

4.24

4.35

3.42

3.45

3.51

4.85

4.41

4.38

3.10

73



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 12, NO. 1, January 2024

For instance, in this test system and for three ks values of 
0, 0.1, and 10, the probability of having an RR greater than 

100 MW is 23.0%, 17.6%, and 10.3%, respectively. This 
probability for RR values greater than 150 MW is 5.8%, 
2.1%, 0.7%, respectively, implying the likelihood of RR val‐
ues greater than 150 MW with ks = 0 is over 8 times greater 
than that with ks = 10.

According to the numerical results presented in this sec‐
tion, the proposed framework can improve the WPPI robust‐
ness and optimize the operating reserve required to cover the 
WPP error. It alleviates RR variations and reduces the likeli‐
hood of high RRs. Reducing the RR for wind uncertainty 
not only makes system operation more economical but also 
boosts system reliability in time frames when the system ca‐
pacity is limited, as it allows for more operating reserve to 
be considered for other uncertain system parameters such as 

-50

0

50

100

150

200

250

300

350

400

450

R
R

 (
M

W
)

0 0.1 10
k
s

Fig. 4.　Impact of ks on RR.

TABLE VIII
SEASONAL PERFORMANCE EVALUATION OF MODELS FOR CASE 3 (SOT)

Season

Winter

Spring

Summer

Autumn

Model

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

Model

BM1

BM2

BM3

BM4

BM5

PICP (%)

89.88

89.63

89.95

90.17

91.44

90.52

88.52

88.56

89.53

88.52

89.49

90.95

88.85

88.48

88.95

89.02

89.46

90.17

89.19

88.82

88.29

88.80

90.08

90.42

PIAW (%)

17.63

16.53

20.80

20.36

20.99

18.21

17.94

16.30

21.02

20.66

21.90

18.14

17.95

16.91

21.06

19.76

21.73

21.76

19.12

18.50

22.28

22.58

24.21

18.49

CWC (%)

36.39

36.46

42.15

20.36

20.99

18.21

55.51

49.84

47.62

63.86

50.11

18.14

49.78

53.04

56.65

52.02

50.20

21.76

47.81

51.96

74.62

63.65

24.21

18.49

PIOS (%)

5.38

5.52

6.15

5.88

5.84

5.16

5.83

6.18

6.30

6.47

6.27

5.33

6.41

6.85

7.09

6.81

6.63

6.04

6.42

6.57

7.02

6.88

6.75

5.47

TABLE IX
AVERAGE VALUES OF EVALUATION FACTORS FOR SEASONAL PERFORMANCE

Case

ALB

CEN

SOT

Model

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

BM1

BM2

BM3

BM4

BM5

EWPPI

Average CWC (%)

28.06

24.41

41.15

37.00

28.43

11.33

54.21

65.24

53.40

66.50

51.55

32.08

47.37

47.82

55.26

49.97

36.38

19.15

Average PIOS (%)

3.38

3.50

4.59

4.32

4.34

3.14

7.88

8.13

7.94

8.06

7.57

6.91

6.01

6.28

6.64

6.51

6.37

5.50

ACS (%)

0.98

0.56

1.02

0.80

0.52

0.00

0.82

1.36

0.73

1.14

0.30

0.05

0.89

1.13

0.82

0.91

0.26

0.00

TABLE X
PERFORMANCE RESULTS WITH DIFFERENT kr AND ks VALUES

kr

0.00

0.01

0.10

ks

0.00

0.01

0.10

1.00

10.00

100.00

0.00

0.01

0.10

1.00

10.00

100.00

0.00

0.01

0.10

1.00

10.00

100.00

PIOS 
(%)

3.31

3.28

3.34

3.22

3.17

3.64

3.30

3.33

3.32

3.21

3.14

3.65

3.35

3.32

3.23

3.19

3.14

4.11

SM1 
(%)

2.10

2.08

2.00

1.32

1.27

1.30

2.14

2.11

1.87

1.36

1.17

1.45

2.26

2.09

1.82

1.34

1.19

1.42

SM2 
(%)

2.99

2.88

2.75

1.78

1.60

1.66

3.01

2.82

2.81

1.79

1.47

1.95

3.04

2.88

2.49

1.84

1.55

2.03

RR (MW)

Mean

77

79

78

74

70

76

78

79

76

72

69

77

78

77

75

73

69

79

Standard 
deviation

43

40

39

32

28

39

42

41

32

30

26

35

43

42

34

29

27

41

74
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load, solar, and interchange.

VI. CONCLUSION 

This paper introduced a novel EWPPI framework with the 
goal of improving prediction robustness to variations in 
wind characteristics and realizing a more optimal RR allocat‐
ed to cover wind uncertainty. By integrating various WPPI 
models with distinct characteristics, the proposed framework 
is proficient in terms of constructing high-quality WPPIs for 
a variety of test systems with distinct characteristics. The 
tuning process of the ensemble model, i. e., determining the 
ensemble weights, is based on LP and is executed extremely 
fast (on the order of a few milliseconds). Therefore, its por‐
tion in to the overall computation time of the model is negli‐
gible. Also, the individual WPPI models within the ensemble 
structure are independent and can be trained in parallel. As a 
result, the total computation time of the proposed framework 
is governed by the individual WPPI model within the ensem‐
ble model with the longest training time.

A novel straightforward bi-layer optimization approach is 
designed for model tuning. It adaptively adjusts the contribu‐
tion of each individual WPPI model within the EPE to ob‐
tain the best prediction results for any given test system. The 
proposed approach yields WPPIs with maximum sharpness 
while meeting the SCL requirement as well as maximum 
symmetricity around the deterministic WPP, reducing the RR 
standard deviation and the likelihood of high RR values. The 
effectiveness of the proposed EWPPI framework is verified 
through simulations and comparisons using three real-world 
datasets.

This paper is focused on 30-min and 1-hour ahead predic‐
tion, however, as a future research direction, the proposed 
framework can be further expanded for the augmentation of 
the prediction horizons, which could be achieved by incorpo‐
rating numerical weather prediction (NWP) data as addition‐
al inputs to the proposed framework. This expansion would 
enable the framework to harness finer-grained meteorologi‐
cal information, enhancing its capacity to anticipate wind 
variations and resulting in more accurate and robust predic‐
tions. In addition, the applicability of the proposed frame‐
work extends beyond WPP, making it compelling to explore 
its adaptation for forecasting other uncertain parameters with‐
in power systems such as demand load, solar generation, and 
electricity price. By leveraging the flexible and straightfor‐
ward framework proposed in this paper, researchers can con‐
struct adaptable methodologies that improve the resilience 
and efficiency of power system operations in the face of 
multifaceted uncertainties.
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