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Fast Uncertainty Quantification of 
Electromechanical Oscillation Frequency on 

Varying Generator Damping
Yongli Zhu and Chanan Singh

Abstract——This letter develops a fast analytical method for un‐
certainty quantification of electromechanical oscillation frequen‐
cy due to varying generator dampings. By employing the tech‐
niques of matrix determinant reduction, two types of uncertain‐
ty analysis are investigated to quantify the impact of the genera‐
tor damping on electromechanical oscillation frequency, i.e., in‐
terval analysis and probabilistic analysis. The proposed analyti‐
cal frequency estimation formula is verified against convention‐
al methods on two transmission system models. Then, Monte 
Carlo experiments and interval analysis are respectively con‐
ducted to verify the established lower/upper bound formulae 
and probability distribution formulae. Results demonstrate the 
accuracy and speed of the proposed method.

Index Terms——Electromechanical oscillation, interval analysis, 
Monte Carlo simulation, quadratic eigenvalue problem, uncer‐
tainty quantification.

I. INTRODUCTION 

POWER system low-frequency oscillation, also known as 
electromechanical oscillation, is a common issue in 

large-scale transmission power systems. Fast identification of 
the electromechanical oscillation mode (in short, “mode”) is 
an important step in system online monitoring. The oscilla‐
tion frequency of each mode is typically distinct from each 
other in a stable power system [1], i. e., one kind of signa‐
ture of each mode. Thus, the analysis of the mode oscilla‐
tion frequencies is the focus of this letter. One research con‐
cern is the assessment of parameter uncertainties on electro‐
mechanical oscillation frequencies, e. g., when the generator 
damping coefficient D is varying.

The generator damping coefficient is a critical parameter. 
It can represent the aggregated damping effects of the fre‐
quency-dependent load [2] or renewables-based damping 
controllers [3], [4]. Unlike the generator inertia M with the 
unit s that can be theoretically derived from the generator’s 
physical parameters (e. g., the moment of inertia J with the 

unit kg·m2), the generator damping coefficient is typically 
assumed or estimated. It should be mentioned that other fac‐
tors can also influence the oscillation frequencies, e.g., net‐
work topology [5]. However, systematic study regarding the 
uncertainty quantification (UQ) of generator damping on 
electromechanical oscillation frequency is less reported. 
Therefore, this letter tries to fill that research gap.

Existing methods for power system related UQ include 
Gram-Charlier series [6], Cornish-fisher expansion [7], maxi‐
mum entropy method [8], etc. Unlike those methods that 
mainly depend on complicated symbolic series expansion and 
a heavy load of numerical computation, the proposed method 
in this letter is based on concise analytical formulae derived 
from the system’s mathematical model. Therefore, it involves 
no effort of symbolic series expansion and requires less numer‐
ical computation. Merits of the proposed method are:

1) Faster calculation speed due to the usage of analytical 
formulae. Thus, it can assist system operators in quickly 
identifying abnormal oscillation modes from the oscillation 
frequency results obtained by field measurements.

2) No need for (post-disturbance) time-series of voltage or 
frequency signals. Thus, it is less affected by measurement 
noise or data package loss.

Note that the proposed method does not aim to replace 
other measurement-based or probabilistic small-signal analy‐
sis methods but to provide a theoretical baseline for system 
operators in a quicker manner.

The rest of this letter is organized as follows. In Section 
II, this letter derives a concise analytical estimation formula 
for oscillation frequencies by transforming the original stan‐
dard eigenvalue problem (SEP) into a quadratic eigenvalue 
problem (QEP) [9], where the matrix dimension is reduced 
to half. The transformed problem does not need initial guess‐
es as required by Newton-type methods. In Section III, the 
UQ is presented. Sections IV and V conduct verification ex‐
periments on the IEEE 9-bus and WECC 179-bus systems. 
Conclusions and future work are presented in Section VI.

II. ANALYTICAL ESTIMATION OF OSCILLATION FREQUENCY 

A. Small-signal Model of Multi-machine System

An n-generator power system can be reduced to a network 
with only generator buses [1], as illustrated in Fig. 1.
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The electromechanical oscillation frequencies are mainly 
associated with the generator swing equations [1], [2] and 
are relatively less affected by higher-order nonlinearities. 
Thus, the classical, i. e., 2nd-order, model [2] is adopted for 
each generator in analytical formula derivation. The effec‐
tiveness of this handling will be validated in case studies. 
Then, by linearizing the system differential-algebraic equa‐
tions (DAEs) around the given equilibrium point, the small-
signal model is given as:
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M = diag(M1M2...Mn )

D = diag(D1D2...Dn )

J =[Jij ]

O =[0]n ´ n

Dδ =[Dδi ]n ´ 1

Dω =[Dωi ]n ´ 1

Ω0 = 2πf0

Jij =∑
j ¹ i

n

Pijmax sin(αij - δij0 )     j = iPijmax =Ei Ej ||Yij

Jij =-Pijmax sin(αij - δij0 )    j ¹ iPijmax =Ei Ej ||Yij

(1)

where δi, ωi, Pei, Ei, Mi, and Di (i = 12n) are the rotor 
angle, speed, electromagnetic power, internal voltage, inertia, 
and damping coefficients of the ith generator, respectively; f0 
is the synchronous frequency, e.g., 60 Hz; I is the n × n iden‐

tity matrix; Yij = Gij + jBij = ||Yij ∠αij is the element of the re‐

duced nodal admittance matrix; δij0 = δi0−δj0 is the steady-
state rotor angle difference between the ith and the jth genera‐
tors; and J is the n × n power-flow Jacobian matrix, which is 
nearly symmetric for a transmission network due to the 
small r/x ratios of transmission lines.

B. Analytical Estimation of Eigenvalues

The characteristic equation of the above system matrix is:

det(λI -A)= det(λI T -AT )= det ( )λI J T M -1

-Ω0 I λI +M -1 D
= 0   (2)

In (2), the first equality holds since det(X T )= det(X) 
holds for any square matrix X. Then, Theorem 3 from [10] 
is as follows.

Theorem: the identity det(E)= det(AD -BC) holds for a 2-

by-2 block matrix E = é
ë
êêêê ù

û
úúúúA B

C D
, if CD = DC.

It is clear that the above theorem condition holds for the 
bottom two block matrices of (2). Thus, it leads to:

det(λI(λI +M -1 D)- (J T M -1 )(-Ω0 I))= 0Û
det(λ2 I + λM -1 D +Ω0 (J T M -1 ))= 0Û
det(λ2 I T + λ(M -1 D)T +Ω0 (J T M -1 )T )= 0Û
det(λ2 I + λM -1 D +Ω0 (M -1 J))= 0 (3)

In the above derivation, the property det(X T )= det(X) is 
used again, and (M -1 D)T = M -1 D since M and D are both di‐
agonal.

Apply eigen-decomposition for the third matrix term in 
(3), i.e., Ω0 M -1 J = PΛP-1, Λ= diag(μ1, μ2, , μn ) and denote 
ηI ≈ λ2 I + λM -1 D. Then, (3) can be approximated by:

det(ηI +PΛP-1 )= det(ηPP-1 +PΛP-1 )= det(P(ηI +Λ)P-1 )= 0
(4)

Note that det(P-1 )× det(P)= det(P-1 P)= det(I)= 1 holds by 
the Laplace expansion theorem. Thus, (4) becomes:

det(P)× det(ηI +Λ)× det(P-1 )= det(ηI +Λ)= 0 (5)

The final determinant in (5) leads to:

det
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Denote the system eigenvalues, i. e., oscillation modes, as 
λi: = ρi ± jωi (i = 12n), where λi represents a pair of com‐
plex roots [1], [2]. Then, by solving a series of single-vari‐
able quadratic equations, i.e., -μi = ηi = λ

2
i +(Di /Mi )λi, the an‐

alytical solution of the oscillation frequency can be obtained 
as:
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(7)

It can be verified that when all Di are zeros, (7) will de‐
generate to an exact conclusion in Chapter 8 of [1] for that 
particular case.

III. UQ 

In the UQ theory [11], [12], there are mainly two types of 
uncertainties: epistemic uncertainty (also known as systemat‐
ic uncertainty, caused by limitations of human being’s recog‐
nition or measurement ability, e.g., unknown-but-bounded pa‐
rameters), and aleatory uncertainty (also known as stochastic 
uncertainty, caused by uncontrollable factors of probabilistic 
nature, e. g., climate change). In this paper, the former type 
is handled by interval analysis, e.g., treating fi and Di as un‐
known-but-bounded parameters. The latter type is handled 
by treating the interested variable as a random variate, e.g., 
fi, depending on another random variable, e. g., Di, whose 
probability distribution is given.
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Fig. 1.　Reduced network topology for an n-generator power system.

2044



ZHU et al.: FAST UNCERTAINTY QUANTIFICATION OF ELECTROMECHANICAL OSCILLATION FREQUENCY ON VARYING...

Note that, by (7), the proposed UQ method can also be 
adapted to study the uncertainty impacts of the system oper‐
ating condition μi and generator inertia Mi, which is out of 
scope of this letter.

A. Interval Analysis

In (7), the condition D2
i < 4M 2

i µi (it can be verified that µi 
is real and nonnegative due to the near symmetricity of J 
and the positive diagonality of M) needs to be held to keep 
the argument of the square root positive; otherwise, λi is not 

an oscillation mode. Supposing Di ∈[a, b]Ê[0, 2Mi µi ] (in 

this letter, generator damping is considered nonnegative), the 
first- and second-order derivatives of fi to Di are:
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(8)

Thus, based on the signs of f ′i  and the knowledge of calcu‐
lus, the interval of fi can be obtained as:
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B. Probabilistic Analysis

In (7), common distributions can be considered when treat‐
ing Di as random. For example, if it satisfies a normal distri‐
bution, i.e., Di~N(ζi,σ

2
i ), the cumulative distribution function 

(CDF) F(x) of fi can be derived as (10) based on (7).

F(x)=P( fi £ x)=P(D2
i ³ 4M 2

i (μi - 4π2 x2 ))=P(|Di| ³ di )=

1 -P(|Di| £ di )= 1 - (Φ ( di - ζi

σi ) -Φ ( di + ζi

-σi ) ) =
2 -Φ ( di - ζi

σi ) -Φ ( di + ζi

σi ) (10)

where di: = 2Mi || µi - 4π2 x2 ; and Φ(×) is the CDF of the 

Gaussian distribution N(0, 1) (the standard normal distribu‐
tion), which is readily available in most numerical computa‐
tion software.

The expected value and variance of fi can be computed by 
the following expressions based on the “delta method” in 
statistics theory [13], i. e., obtaining statistics by Taylor ex‐
pansion:

E( fi (Di ))» fi (E(Di ))+ (Var(Di )/2) f ″i (E(Di )) (11)

Var( fi (Di ))» ( f ′i (E(Di )))
2Var(Di ) (12)

where fi, f ′i , and f ″i  follow (7) and (8); and E(×) and Var(×) are 
the expectation and variance operators, e. g., E(Di )= ζi and 
Var(Di )= σ 2

i  when Di~N(ζi,σ
2
i ), respectively. Note that the 

above derivation process can be generalized to other com‐
mon distributions based on (7).

IV. CASE STUDY I: IEEE 9-BUS SYSTEM

This section tests the proposed method on a modified 
IEEE 9-bus system [14], as shown in Fig. 2. The classic gen‐

erator model is adopted here. The test includes two parts: 
the accuracy verification part for the derived estimation for‐
mula (7) and the UQ part based on (9) to (12). All the meth‐
ods are implemented in MATLAB on a computer with a 4.0 
GHz CPU and 16 GB RAM. Results for all the two oscilla‐
tion modes are presented here. For the method acronyms, 
“FULL” means building the whole state-space matrix by di‐
rectly linearizing the full-size DAEs of the original power 
system, i. e., without network reduction and considering all 
generator controllers if there exist, and then applying the 
MATLAB “eig” command, which provides a baseline result. 
“SEP” means using the “eig” command directly on the 2n-
by-2n matrix A in (1). “QEP” means using (7), i.e., the pro‐
posed analytical formula in this letter.

A. Results of Frequency Estimation in IEEE 9-bus System

Comparison results for the base case scenario S0, scenario-
1 (load decreased by 5%, denoted as S1), scenario-2 (load in‐
creased by 5%, denoted as S2), scenario-3 (load decreased by 
10%, denoted as S3), and scenario-4 (load increased by 10%, 
denoted as S4) are listed in Table I. 

TABLE I
ESTIMATED OSCILLATION FREQUENCIES IN S0 TO S4 (IEEE 9-BUS SYSTEM)

Method

QEP

SEP

FULL

Scenario

S0

S1

S2

S3

S4

S0

S1

S2

S3

S4

S0

S1

S2

S3

S4

f (Hz)

Mode 1

1.3825

1.3803

1.3843

1.3779

1.3858

1.3825

1.3803

1.3843

1.3779

1.3858

1.4006

1.3987

1.4021

1.3958

1.4025

Mode 2

2.1259

2.1248

2.1271

2.1237

2.1283

2.1259

2.1248

2.1271

2.1237

2.1283

2.1261

2.1254

2.1268

2.1242

2.1287

Time (ms)

0.305

0.271

0.245

0.281

0.265

1.603

1.373

1.117

1.142

1.215

35.018

31.931

33.047

31.588

32.797

G2 G3

G1

Bus-2

Bus-9

Load-1

Bus-4

Load-2

Bus-5

Load-3

Bus-8 Bus-7 Bus-6 Bus-3

Bus-1

Fig. 2.　IEEE 9-bus system topology.
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As observed, frequencies of all the oscillation modes ob‐
tained by the proposed method can match those by the SEP 
method and the FULL method in all three scenarios. The 
time cost of FULL method (already excluding the data read‐
ing time) is higher than the reduced network based the meth‐
ods (QEP, SEP), but their frequency results are still close.

B. Results of UQ in IEEE 9-bus System

1)　Results of Interval Analysis
Here, take the 2.1 Hz mode as an illustrative example. 

The dominant generator associated with that mode is the one 
at bus-3 based on (7). The base case D value of that genera‐
tor is 3.01 p.u.. For the experiment of interval analysis, a set 
of 50 D values is drawn from an example interval [0, 6.02] 
for that generator. Then by (9), the lower and upper bounds 
for that mode can be analytically obtained as shown in Table 
II (denoted as f-LB and f-UB, respectively). The minimum 
and maximum values of all modes computed by the SEP 
method (over all the samples) are also listed.

It can be observed that the sampled minimum and maxi‐
mum values of that 2.1 Hz mode are within the analytically 
derived bounds, and the frequency of another oscillation 
mode is relatively less affected. The scatter plot is shown in 
Fig. 3(a), from which it can be observed that all sampled 
points are within the analytically derived bounds, which 
demonstrates the effectiveness of (9). One application of the 
above analytical bounds is that if a field-measured oscilla‐
tion frequency is obviously outside of these bounds when 
other system conditions remain unchanged, it may be in‐
ferred that either the generator damping has abnormally var‐
ied or field measurements have been contaminated.

2)　Results of Probabilistic Analysis
Monte Carlo simulation setting: another set of 1000 val‐

ues of D for the generator at bus-3 are sampled from an ex‐
ample normal distribution N(ζ = 3.01, σ2 = 1.0). Then, eigen‐

values are computed by the SEP method. Two CDF curves 
are shown in Fig. 3(b).  As can be observed, the CDF by the 
analytically derived distribution in (10) can follow the trend 
of the CDF by the Monte Carlo simulation in a wide range.

The expected value by (11) and the standard deviation by 
(12) (as the square root) are listed in Table III. As observed, 
they can match the Monte Carlo statistics. The Monte Carlo 
method takes significantly more time due to its multi-run na‐
ture. One interpretation of the probabilistic result here is 
that: when other system conditions remain unchanged, the 
frequency of this oscillation mode is less volatile to the sto‐
chastic variation of the damping of generator-3 in this specif‐
ic system.

V. CASE STUDY II: WECC 179-BUS SYSTEM 

To demonstrate the effectiveness of the proposed method 
on complicated large power systems, a modified WECC sys‐
tem with 179 buses and 29 generators [15] is used in this 
section, as shown in Fig. 4. All its generators are represent‐
ed by the 6th-order models plus governors and exciters in the 
original data. It represents the U.S. western power grid. The 
experimental settings are the same as in the previous case.

A. Results of Frequency Estimation in WECC 179-bus Sys‐
tem

The results of two example modes are inspected here, of 
which one is a local mode with 1.71 Hz frequency (base 
case), and the other is an inter-area mode with 0.77 Hz fre‐
quency (base case). The meanings of the five scenarios (S0-
S4) are the same as that described in Section IV. It can be ob‐
served in Table IV that the results of the proposed method 
(QEP) are again close to those of the other two methods in 
all three scenarios, which validates the accuracy of (7) on 
complicated large power systems.

B. Results of UQ in WECC 179-bus System

1)　Results of Interval Analysis
Here, take the 1.71 Hz mode as an illustrative example. 

The dominant generator associated with that mode is the one 
at bus-6 based on (7). The value of base case D of that gen‐
erator is 4.0 p.u.. A set of 50 D values are drawn from an ex‐
ample interval [0, 8.0] for that generator. Then by (9), the 
lower and upper bounds for that mode are presented in Table 
V. The minimum and maximum values of the two example 
oscillation modes computed by the SEP method (over all the 
samples) are also listed. It can be observed that the comput‐
ed minimum and maximum values of 1.71 Hz mode are 
within its analytically derived bounds, and the frequency of 
the other mode is less affected. Similar conclusions can be 
drawn for the 0.77 Hz mode, and its results are omitted 
here. The scatter plot is shown in Fig. 5(a), where all the 

20 40 60 

Sample index

2.1245

2.1250

2.1255

2.1260

2.1265

 

2.12552.1245 2.1265

(b) 

0
 

Monte Carlo
 

Analytical 

f 
(H

z)

F
 (

x)

0

(a)

0.2

0.4

0.6

0.8

1.0

f (Hz)

Fig. 3.　UQ for 2.1 Hz mode in IEEE 9-bus system. (a) Interval analysis. 
(b) Probabilistic analysis.

TABLE II
RESULTS OF INTERVAL ANALYSIS (IEEE 9-BUS SYSTEM)

Mode 
No.

1

2

f-LB (analytical)
(Hz)

-

2.1248

f-UB (analytical)
(Hz)

-

2.1263

fmin (sampled) 
(Hz)

1.3824

2.1249

fmax (sam‐
pled) (Hz)

1.3826

2.1261

TABLE III
RESULTS OF PROBABILISTIC ANALYSIS (IEEE 9-BUS SYSTEM)

Method

Monte Carlo

Analytical (proposed)

Expected value

2.1259

2.1259

Standard 
deviation

2.65 ´ 10-4

2.47 ´ 10-4

Time cost 
(ms)

64.7

1.1
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samples are within the analytically derived bounds.

2)　Results of Probabilistic Analysis
Monte Carlo simulation setting: another set of 1000 val‐

ues of D for the generator at bus-5 are sampled from an ex‐
ample normal distribution N(ζ = 4.0, σ2 = 3.6). Then eigenval‐
ues are computed by the SEP method. Two CDF curves are 
shown in Fig. 5(b).

Again, the CDF curve by the analytically derived distribu‐
tion in (10) can follow the trend of the CDF curve by the 
Monte Carlo simulation, and their statistics are close to each 
other, as shown in Table VI. As observed, the probabilistic 
variation of 1.71 Hz mode is around 0.0014 Hz, when the 
damping of generator-5 varies according to the above nor‐
mal distribution in this specific system. Similar conclusions 
can be drawn for the 0.77 Hz mode, with its results omitted 
here.

VI. CONCLUSION 

An analytical UQ method for electromechanical oscilla‐
tion frequencies is established regarding the impact of vary‐
ing generator damping. When the uncertain intervals of the 
generator damping parameters are given, the uncertain inter‐
vals of the electromechanical oscillation frequencies can be 
analytically obtained. When typical probabilistic distribu‐
tions, e. g., the normal distributions, of the generator damp‐
ing coefficients are given, the analytical expressions of prob‐
abilistic distributions and statistics for the electromechanical 
oscillation frequencies can also be obtained. The accuracy 
and speed of the proposed method are demonstrated via com‐
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Fig. 4.　Topology of WECC 179-bus system.

TABLE IV
ESTIMATED OSCILLATION FREQUENCIES IN S0 TO S4 

(WECC 179-BUS SYSTEM)

Method

QEP

SEP

FULL

Scenario

S0

S1

S2

S3

S4

S0

S1

S2

S3

S4

S0

S1

S2

S3

f (Hz)

Mode 1

1.7130

1.7222

1.7058

1.7101

1.7018

1.7129

1.7221

1.7057

1.7100

1.7017

1.7139

1.7181

1.7056

1.7199

Mode 2

0.7740

0.7798

0.7748

0.6929

0.7534

0.7736

0.7794

0.7735

0.6939

0.7529

0.7745

0.7645

0.7726

0.7092

Time (ms)

0.997

1.031

1.065

1.059

0.988

8.964

8.190

7.981

8.120

8.062

70.727

77.685

75.374

70.332

TABLE V
RESULTS OF INTERVAL ANALYSIS (WECC 179-BUS SYSTEM)

Mode No.

1

2

f-LB (analyti‐
cal) (Hz)

1.7097

-

f-UB (analyti‐
cal) (Hz)

1.714

-

fmin (sam‐
pled) (Hz)

1.7103

0.7735

fmax (sam‐
pled) (Hz)

1.7133

0.7737

TABLE VI
RESULTS OF PROBABILISTIC ANALYSIS (WECC 179-BUS SYSTEM)

Method name

Monte Carlo

Analytical (proposed)

Expected value

1.71186

1.71187

Standard 
deviation

0.00149

0.00138

Time cost 
(ms)

1346.8

1.8

(b) 

f 
(H

z)

f (Hz)
0 25 50 

1.709
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Fig. 5.　UQ for 1.71 Hz mode in WECC 179-bus system. (a) Interval analy‐
sis. (b) Probabilistic analysis.
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parison experiments. The next step is to combine the pro‐
posed analytical method with other numerical methods, e.g., 
AESOPS [16].
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