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Abstract——Multi-energy integrations provide great opportuni‐
ties for economic and efficient resource utilization. In the mean‐
time, power system operation requires enough flexible resources 
to deal with contingencies such as transmission line tripping. 
Besides economic benefits, this paper focuses on the security 
benefits that can be provided by multi-energy integrations. This 
paper first proposes an operation scheme to coordinate multiple 
energy production and local system consumption considering 
transmission networks. The integrated flexibility model, con‐
structed by the feasible region of integrated demand response 
(IDR), is then formulated to aggregate and describe local flexi‐
bility. Combined with system security constraints, a multi-ener‐
gy system operation model is formulated to schedule multiple 
energy production, transmission, and consumption. The effects 
of local system flexibility on alleviating power flow violations 
during N - 1 line tripping contingencies are then analyzed 
through a multi-energy system case. The results show that local 
system flexibility can not only reduce the system operation 
costs, but also reduce the probability of power flow congestion 
or violations by approximately 68.8% during N - 1 line tripping 
contingencies.

Index Terms——Multi-energy system, integrated flexibility, fea‐
sible region, integrated demand response, N - 1 security.
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B. Parameters and Constants

λ

σ

ρ i

πmmax, 
πmmin

ajbjcj

c

Set of generators

Set of coal-fired generators

Set of gas-fired generators

Set of combined heat and power units

Set of gas boilers

Set of gas compressors

Set of gas compressors at gas node m

Set of contracted gas loads

Set of gas loads at gas node m

Set of gas suppliers

Set of gas suppliers at gas node m

Set of power transmission lines

Set of pipes in heat networks

Set of pipes with fluid flowing into and out of 
node q

Set of pipes in heat supply/return networks

Set of pipes connected with heat source/load

Set of pipes connected with node q

Index for generator units

Index for units

Index for gas compressors

Index for power transmission lines

Index for gas loads

Index for nodes

Index for heat pipes

Index for gas suppliers

Index for time intervals

Heat conduction coefficient

A fixed penalty factor

Gas contract price for gas consumer i

The maximum and minimum pressures at gas 
node m

Gas consumption-related constants of compressor j

Specific heat of the fluid
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C. Variables

πm
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Ugt

vs

Wit

Ygt

Zgt

Gas-heat conversion coefficient of boiler i

Heat-power ratio of combined heat and power 
(CHP) unit i

Gas pipeline constant from node m to n

Capacity of transmission line k

Generation shift distribution factor of node n to 
line k

The maximum and minimum horsepower of gas 
compressor j

Gas flow-related constants of compressor j

Length of pipe p

Fluid flow of pipe p

Node of generator g

The maximum and minimum capacities of genera‐
tor g

Ramp rate of generator g

Required spinning reserve of the system at time t

The minimum shutdown time of generator g

The minimum start-up time of generator g

The maximum and minimum temperatures of flu‐
id supply/return pipe

Environment temperature

The maximum and minimum gas injections of gas 
supplier s

Gas pressure of node m

Gas flow from gas node m to n

Gas consumption of compressor j

Power of gas compressor j

Flow of the gas input of unit i at time t

Flow of gas load l

Power output of generator g at time t

Power transmission of line k at time t

Power load of node n at time t

Heat supply/load of node q

Heat output of unit i at time t

Slack variables introduced for line k

Start-up and shut-down costs of unit i at time t

Temperature of inflow of supply/return pipe p

Temperature of outflow of supply/return pipe p

Temperature of the outflow of node q in the sup‐
ply/return system

Working status of generator g at time t

Flow of gas supply s

Gas cost of unit i at time t

Start-up status of generator g at time t

Shut-down status of generator g at time t

I. INTRODUCTION 

WITH the concept of carbon-free energy system transi‐
tion, multi-energy systems have gained much atten‐

tion due to their superiority in utilizing complementary ener‐
gy resources and improving energy efficiency.

Large-scale interconnected energy systems provide great 
opportunities for economic and efficient resource utilization 
in a larger spatial range. In the on-going practice of multi-en‐
ergy integrations, different energy carriers are coupled and 
integrated in various sectors of the entire energy supply 
chain, from energy production, transmission/transportation, 
to distribution and consumption. Multi-energy carriers inter‐
act with each other at various spatial levels, from regional 
systems (e.g., urban energy supply infrastructure) downscal‐
ing to local systems (e.g., smart buildings, energy communi‐
ties, and industrial parks). These interactions not only pro‐
vide chances for system operators to maximize social wel‐
fare but also play an important role in enhancing the resil‐
ience and stability of the whole system.

More specifically, the flexibility provided by multi-energy 
integrations may help any single system handle contingency 
situations. Taking the power system as an example, the flexi‐
bility may help to avoid power flow violations and thus re‐
duce transmission line investment, which will be further dis‐
cussed in this paper. Actually, security is always a key re‐
quirement of power system operation [1]. The security-con‐
strained unit commitment (SCUC) problem, which considers 
both the normal states and the N - 1 contingency states, is 
commonly used to decide the short-term schedule of power 
systems.

The power system unit commitment problem considering 
N - 1 contingencies can be divided into two categories: pre‐
ventive control and corrective control. For both categories, 
the system operator considers all possible N - 1 conditions 
and derives a day-ahead schedule result. The difference lies 
in the fact that the preventive control requires the system to 
operate safely without changing the schedule of generators, 
while the corrective control allows generators to change 
their output to relieve the power flow violation in a given 
time.

Reference [2] proposes a DC optimal power flow 
(DCOPF) based preventive SCUC model with N - 1 reliabili‐
ty, in which all contingency conditions are embedded into 
the optimization problem through integer variables. Further‐
more, a line outage distribution factor-based method is pro‐
posed in [3] to reduce the computational burden of the prob‐
lem. However, as stated in [4], the preventive control does 
not consider the real-time adjustment ability of generators, 
thus making the dispatch order too conservative and compro‐
mising the economic efficiency of the system. A DCOPF-
based corrective SCUC model considering the long-term 
emergency (LTE) and short-term emergency (STE) rates is 
then proposed. The application of the so-called LTE/STE al‐
lows the temporal exceedance of transmission capacity in 
post-contingency operation to make the system schedule less 
conservative according to [5]. An AC contingency dispatch 
model based on preventive/corrective control is proposed in 
[6] to balance the system economic and security properties.
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However, few studies realize the potential of demand-side 
adjustment on N - 1 reliability, which may lead to unneces‐
sary investment in new transmission lines. Demand response 
programs have long been used to enhance system economic 
and security performance such as to maximize social welfare 
[7] and avoid voltage collapse [8]. With multi-energy interac‐
tion, conventional demand response programs can also turn 
into integrated demand response (IDR) programs [9]. In this 
way, the demand side can also change its load composition 
to adjust the line flow taking advantage of the flexibility of 
other systems. For example, the local system can use more 
heat instead of electricity to alleviate congestion in power 
transmission lines.

In fact, the IDR has been widely studied in recent years. 
IDR programs can be utilized to inhibit demand, adjust load 
curves, and improve customer satisfaction through different 
price signals and operation strategies [10]. An incentive-
based IDR program and its model are proposed in [11] to re‐
duce the total cost of the multi-energy aggregator. In [12], a 
price-based IDR scheme is proposed for integrated electrici‐
ty and natural gas systems to demonstrate its potential of 
switching energy resources to maximize profits and a poten‐
tial game model is proposed. In [13], a demand response pro‐
gram of smart buildings in integrated heat and electricity sys‐
tem is studied to provide heat and electricity balancing pow‐
er. A production scheduling model for manufacturers consid‐
ering electricity and gas demand response is established in 
[14] to save energy costs. In [15], an IDR optimization mod‐
el that considers network constraints is proposed.

Despite the research progress in IDR models such as price-
based, game theory-based, and smart energy hub (SEH) mod‐
els and the coordinated optimization scheme of IDR with 
networks, few studies focus on and quantify the impact of 
IDRs on the system security margin. In [16], an N - 1 securi‐
ty-constrained scheduling model for integrated electricity 
and gas systems is proposed, through which the influence of 
electricity transmission lines and gas pipeline tripping on the 
integrated system is further discussed. In [17], the static se‐
curity influence of the exit of coupling elements in integrat‐
ed energy systems is analyzed. However, the potential of in‐
tegrated flexibility in dealing with contingencies is not con‐
sidered.

In mainstream IDR research, IDR usually operates in a 
certain status according to given price signals, certain incen‐
tives or a game model. However, to perform quantitative re‐
search on the impact of IDR on the system security level, 
the feasible region of the local integrated energy should be 
determined and then combined with the network constraints 
to form a coordinated optimization problem. The feasible re‐
gion of IDR, called the integrated flexibility region, can be 
established based on our previous work [18] to quantify the 
flexibility provided by the local IDR. Then, we apply a cor‐
rective N - 1 contingency model and loosen the line capacity 
constraints. By introducing slack variables to these con‐
straints, the benefits of the flexibility of IDRs in alleviating 
violations are further reflected.

The main contributions of this paper include the following 
two aspects.

1) A coordination scheme is proposed to utilize the flexi‐
bility of multi-energy conversion to alleviate power system 
N - 1 contingency violations.

2) An explicit model is formulated to characterize the fea‐
sible region of the IDR, which can be embedded into the 
power system N - 1 schedule problem without specific local 
system information, and thus the effect of the flexibility of 
IDR is analyzed.

The rest of this paper is organized as follows. In Section 
II, the system framework, including its structure and coordi‐
nation scheme, is stated. In Section III, the specific mathe‐
matical model, including feasible region model of IDR and 
network model, is formulated. In Section IV, the perfor‐
mance of the proposed framework is demonstrated through a 
multi-energy case system. Conclusions are drawn in Sec‐
tion V.

II. SYSTEM FRAMEWORK 

A. System Structure

A conceptual framework of the regional and local multi-
energy systems is illustrated in Fig. 1. The regional multi-en‐
ergy system consists of multiple energy resources, energy 
converters, and energy networks. In this study, the energy re‐
sources are the only interface through which the regional 
multi-energy system imports energy from external systems. 
Energy resources include, for instance, natural gas input, 
electricity from the external grid, and fossil fuels to drive 
generators. The overall operation costs of the entire system 
are only associated with the price and consumed amount of 
energy resources. Energy converters enable the integration of 
multi-energy flows by converting a single kind of energy in‐
put to other kinds of energy outputs. In the existing regula‐
tion framework, the networks connecting energy resources, 
converters, and loads are usually monopolized by a utility 
for a certain region. The regional system operator (RSO) op‐
timally schedules the energy converters to supply the multi-
energy demand (MED) of consumers with the minimum op‐
eration cost.

The energy consumers connected to the regional system 
can be classified into two types, namely the directly sup‐
plied MED and MED of local SEH. The former is directly 
connected to a node of the regional system, and its demand 
turns out to be the fixed boundary condition in utility-level 
regional system scheduling. The latter is equipped with local 
energy converters, which convert the energy supplied by the 
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Fig. 1.　Conceptual framework of regional and local multi-energy systems.
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regional system to serve the terminal MED. With energy con‐
verters, the local multi-energy system is endowed with the 
ability to adjust its energy inputs without affecting the termi‐
nal MED, which provides operation flexibility to the region‐
al system. This feature of the local system has been verified 
in [19], where local systems were modelled as energy hubs, 
and an integrated model was established to optimally sched‐
ule the regional and local systems. In real-world practice, 
however, local systems and regional systems are owned and 
operated by different entities. In general, the RSO can nei‐
ther control nor obtain information access to consumer-
owned devices. Hence, it is impractical to integrate the flexi‐
bility of local IDR through centralized optimization. As dem‐
onstrated in Fig. 1, local systems are interfaced with the re‐
gional system at the property division point (PDP). A viable 
method is to obtain an external equivalence of each local 
system and schedule the regional system with an external de‐
scription. The external characteristics of the IDR of the local 
multi-energy system are modelled and described explicitly 
via a novel concept, namely integrated flexibility.

B. Integrated Flexibility

The integrated flexibility is defined as the ability of the lo‐
cal multi-energy system equipped with energy converters to 
serve its fixed terminal multi-energy loads with adjustable 
energy inputs through IDR programs. This ability naturally 
arises from the multi-energy synergy at the local level. The 
local system “reprocesses” the multi-energy flow imported 
from the regional system to serve the terminal MED. Owing 
to the mutual alternatives among different energy carriers 
and the capacity redundancy of converters, the terminal 
MED can be satisfied with a variety of combinations of 
multi-energy inputs.

For instance, one may consider a local system of which 
the electricity demand is served simultaneously by the utility 
grid and a local gas-fired combined heat and power (CHP) 
unit, while the heat load is served only by the CHP unit. As‐
sume that the CHP unit is an extraction condensing unit, of 
which the electricity-heat ratio is adjustable within a certain 
range. The local system imports electricity and natural gas 
from the regional system and converts them into electricity 
and heat to serve the local demand. Since the terminal MED 
is fed by different sources, the local system can use different 
combinations of electricity and natural gas from the utility 
system to feed a fixed amount of its terminal MED. This fea‐
ture may bring both economic and environmental benefits to 
the entire system. When the regional power grid is congest‐
ed or in a state of emergency, the electricity of the local sys‐
tem can shift from grid-supplied electricity to local CHP-gen‐
erated electricity, which may help alleviate regional transmis‐
sion congestion or emergencies. Besides, when the regional 
renewable generation is in a surplus, the local system can in‐
put more electricity from the regional system and reduce its 
gas input, which is helpful to accommodate renewable gener‐
ation and reduce emissions from fossil fuels.

To embed the integrated flexibility provided by local sys‐
tems into the regional system optimization, the capability of 
the integrated flexibility provision has to be explicitly charac‐

terized and submitted to the RSO. In this paper, we define 
the feasible region of IDR as the allowable range of multi-
energy flexibility that a local system can provide to the re‐
gional system without violating internal operation constraints 
and curtailing its terminal energy demand. To illustrate the 
basic framework of the integrated flexibility provision, the 
feasible region is modelled in a compact form in this subsec‐
tion, while detailed models and estimation methods will be 
elaborated in Section III. Regard each local multi-energy sys‐
tem as an energy hub with multiple inputs and outputs. For 
the ith local system, let V lsi denote the vector of its internal 
energy flows. Let Alsi

in  and Alsi
out denote the incidence matrices 

of the input and output ports to the internal energy flow vec‐
tor, respectively. Then, the input and output energy flow vec‐
tors of the local system can be represented as V lsi

in =Alsi
in V lsi 

and V lsi
out =Alsi

outV
lsi, respectively. Given the terminal MED 

Dlsi, the operation feasible region of the local system is de‐
noted as Φi (Dlsi ) and can be represented as the following 
compact form:

Φi (Dlsi )={V lsi| g lsi (V lsi )£ 0 Alsi
outV

lsi =Dlsi} (1)

The multi-row equalities g lsi (×)£ 0 represent the operation 
constraints of the energy hub. A detailed formulation will be 
derived in Section III.

Mathematically, the feasible region of IDR is then formu‐
lated as the projection of the operation feasible region 
Φi (Dlsi ) onto the subspace of the input vector space, i.e.,

Ωi (Dlsi )={V lsi
in |$ V lsiÎΦi (Dlsi )V lsi

in =Alsi
in V lsi} (2)

Ωi (Dlsi ) includes all possible values of the input energy 
vector that can be converted to meet the terminal MED of 
the local system without violating any system operation con‐
straints. Embedding the flexibility of local system in the opti‐
mal scheduling of regional system will ensure that the sched‐
uling results are executable for the local system.

C. Coordination Scheme

With the explicit representation of the feasible region of 
IDR, the regional and local multi-energy systems can be opti‐
mally coordinated through the following scheme.

1) The RSO makes an optimal schedule of system produc‐
tion in advance, for example, a day-ahead schedule accord‐
ing to its load forecast of each energy node and local system.

2) Each local system estimates its feasible region of IDR 
based on its forecasting result of the terminal MED, and 
then provides it to the RSO at certain intervals.

3) According to the contingency type, real-time load, and 
feasible region of IDR of local systems, the RSO optimally 
schedules utility-level regional system and determines the 
multi-energy inputs of local systems.

Let vrs and srs denote the vector of multi-energy flows and 
state variables of the regional system, respectively. Let vrs

in de‐
note the resource input vector of the regional system. Let 
V ls

in ={V ls1
in V ls2

in ...V lsNls

in }, where Nls is the number of local 
systems. Let vrsp

in  and srsp denote the resource input and state 
vectors decided by RSO in the first step, respectively. Let 
Crs (×) and h(×) denote the cost function and the operation con‐
straints of the regional system, respectively. Then, the opti‐
mal scheduling model solved by the RSO can be expressed as:
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min
vrssrsvrs

in

Crs (vrs
ins

rs ) (3)

s.t.

h(vrssrsvrs
inV

ls
in )£ 0 (4)

| vrs
in - vrsp

in | £ ε (5)

| srs - srsp | = 0 (6)

Constraints (5) and (6) represent corrective control con‐
straints in which state variables such as the decision of gen‐
erators to start up or shut down should be fixed while the re‐
source input variables such as the output of generators are al‐
lowed to change within a given range ε under N - 1 contin‐
gency or load fluctuating situation in the real-time schedul‐
ing stage of RSO. In this way, the flexible resources of local 
systems can be considered and dispatched by the RSO, thus 
reducing contingency impact and potential line investment.

The above coordination scheme can be implemented in a 
distributed fashion, i.e., the RSO does not have to collect de‐
tailed information of all local systems or get control access 
to local devices. Instead, the RSO only has to obtain the ex‐
ternal characteristics of local systems and determine the in‐
puts needed by local systems. Compared with the integrated 
optimization of the regional and local systems, the proposed 
coordination scheme is more acceptable in practice, where 
internal information and control access of local systems are 
hardly open to the RSO.

In the proposed scheme, the first step is usually applied in 
a day-ahead way to determine the day-ahead schedule, while 
the last two steps are used in real-time dispatch where the 
system operator collects local system information and utiliz‐
es the flexibility of local systems. The above three steps can 
also be coordinated together in a day-ahead way to perform 
a security-constrained schedule, if all kinds of contingencies 
are taken into consideration in the third step and the dis‐
patch results of the first step are requested to guarantee a 
feasible solution under all contingency situations within the 
adjustment ability of the resource input and local systems.

III. MATHEMATICAL MODEL 

A. Feasible Region Model of IDR

Equations (1) and (2) give a compact form of the feasible 
region of IDR of a local system while its specific derivation 
depends on the characteristics of the local system, which 
will be further explained in this subsection.

The local system, which consists of production compo‐
nents and converters of different energy systems, is illustrat‐
ed by the energy conversion and local security constraints 
proposed in our previous work [18] as:

H lsi
m A lsi

m V lsi = 0 (7)

Qlsi
m A lsi

m V lsi £ q lsi
m (8)

0 £V lsi £ -
V

lsi (9)

The energy conversion constraint (7) is formulated by the 
energy conversion matrix H lsi

m , which illustrates the energy 
conversion efficiency of node m in the ith local system. Alsi

m  

represents the coupling matrix of ports of node m and ener‐
gy flows, whose elements 1 and -1 represent that the port is 
the sink and source of the branch of energy flow, respective‐
ly, and 0 represents that the port is not connected to the 
branch. Similarly, the security constraint (8) is derived from 
the operation constraints of local energy converters, includ‐
ing capacity limits, coupled electricity-heat output con‐
straints of the extraction condensing CHP, etc. The coeffi‐
cient matrix of node m in the ith local system Qlsi

m  and vector 
q lsi

m  are involved in the expression to form the constraint. 
The security constraint (9) represents transfer capacity limits 
-
V

lsi
 and unidirectionality of energy flows. The specific impli‐

cation and definition of the abovementioned matrix and mod‐
el are involved in [20].

From the above constraints, the feasible region of the ener‐
gy flows of the local system in (1) can be formulated in de‐
tail as (10), after which the feasible region of IDR of the lo‐
cal system can be derived through (2).

Φi (Dlsi )={V lsi| (7)-(9)Alsi
outV

lsi =Dlsi} (10)

B. Network Model

The network model mainly consists of the steady-state op‐
eration characteristics of the electricity, gas, and heat sys‐
tems, including their production, transmission, and consump‐
tion processes. The electricity network constraints are similar 
to those of the unit commitment problem, which are ex‐
pressed as: ∑

gÎUG

Pgt = ∑
nÎN P

P L
nt    "tÎ T (11)

∑
gÎUG

(Pgmax -Pgt )Ugt ³ SRr
t    "tÎ T (12)

-Fkmax £Pkt £Fkmax    "kÎLPtÎ T (13)

Pkt = ∑
gÎUG

GSDFkN(g) ×Pgt - ∑
nÎN P

GSDFkn ×P
L
nt    "kÎLPtÎ T

 (14)

PgminUgt £Pgt £PgmaxUgt    "gÎUGtÎ T (15)

|| Pgt -Pgt - 1 £Rampg    "gÎUGtÎ T (16)

∑
i = 1

t on
gmin

Ugt - i ³ t on
gmin Zgt    "gÎUGtÎ T (17)

∑
i = 1

t off
gmin

Ugt - i £ t off
gmin (1 - Ygt )    "gÎUGtÎ T (18)

Formula (11) represents the system power balance. Formu‐
la (12) shows the system reserve requirement. Formulas (13) 
and (14) are the network transmission constraints. Formulas 
(15)-(18) are the unit output and the minimum start-up/shut-
down time constraints, which are enforced through 0-1 inte‐
ger variables Ugt, Ygt, and Zgt.

The gas constraints are also based on the steady-state oper‐
ation characteristics, mainly determined by gas node pres‐
sure and the flow through gas wells, pipelines, and compres‐
sors, which are modelled as (19)-(23). The time subscript is 
omitted here, as no temporal coupling exists in the con‐
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straints.∑
sÎU gs

m

vs - ∑
lÎU gl

m

Ll - ∑
nÎN gn

m

fmn - ∑
jÎU gc

m

Ffj = 0    "mÎN G

(19)

fmn = sgn(πm - πn )Cmn || π 2
m - π

2
n (20)

fmn = sgn(πm - πn )
Hj

kj2 - kj1( )max(πmπn )

min(πmπn )

α
(21)

Ffj = cj + bj Hj + aj H
2
j     "jÎU gc (22)

ì

í

î

ïïïï

ï
ïï
ï

πmmin £ πm £ πmmax    "mÎN G

vsmin £ vs £ vsmax        "sÎU gs

Hjmin £Hj £Hjmax     "jÎU gc

(23)

The above model is a classical gas system model [21]. 
Formula (19) represents the nodal balance of gas flow. For‐
mulas (20) and (21) are utilized to determine the amount of 
gas flow through a pipeline or a compressor. Formula (22) 
derives the loss of gas flow through a compressor. Formula 
(23) shows the capability or operation range of certain com‐
ponents, including the nodal pressure, gas supply capability, 
and power of compressors.

The heat constraints are derived from the steady-state 
physical property between the flow mass and the heat trans‐
mission through the heat pipeline [22]. To simplify the prob‐
lem, we assume that heat transmission is adjusted through 
the temperature of fluid instead of its flux. Additionally, the 
time-delay property is ignored in this paper. The heat net‐
work model is thus described as (24)-(27), and the time sub‐
script is also omitted here.

ì

í

î

ïïïï

ïïïï

∑
pÎLH+

q

mp T s b
pout = T s b

q ∑
pÎLH-

q

mp

T s b
pin = T s b

q

    "pÎLH-
q qÎN H (24)

ì

í

î

ï
ïï
ï

ï
ïï
ï
ï
ï

T s b
pout = (T s b

pin - Ta )e
-
λLp

cmp + Ta

e
-
λLp

cmp » 1 -
λLp

cmp

    "pÎLH (25)

Qs l
q = cmp (T s

p - T b
p )    "pÎLHs HlLH

q (26)

ì

í

î

ï
ïï
ï
ï
ï

ï

ï
ïï
ï

ï

T s
min £ T s

pout £ T s
max    "pÎLHs

T s
min £ T s

pin £ T s
max     "pÎLHs

T b
min £ T b

pout £ T b
max    "pÎLHb

T b
min £ T b

pin £ T b
max      "pÎLHb

(27)

Formula (24) describes the procedure of heat mixing at 
node q, representing the heat mix balance constraint and the 
nodal outflow temperature constraint. Formula (25) models 
the heat loss during the transmission procedure through a 
pipeline, reflected in the difference between the temperature 
of the fluid outflow and inflow of the pipeline, which can be 
further linearized to simplify the calculation. Formula (26) 
shows the relationship between the heat supply or load and 

the fluid flux combined with its temperature. The subscripts 
of the temperature variables in (26) are omitted as the heat 
loss is assumed to be zero in the pipelines directly connect‐
ed with the heat supply and load. Formula (27) represents 
the temperature limit of the network.

The proposed network model adopts a DCOPF-based pow‐
er system model and neglects the time-delay property of the 
heat system. Future studies may attempt to present a more 
elaborate model such as a distribution network model.

C. Coordinated Optimization

Different energy systems are connected through the ener‐
gy production and consumption processes. The consumption 
process includes the integrated flexibility provided by the lo‐
cal system, whose model has been introduced in Section III-
A. This subsection will mainly introduce the model used in 
other energy conversion processes.

Formula (28) shows the relationship between the gas input 
and power output of gas-fired generators, where gas con‐
sumption is modelled as a quadratic function of the power 
output, whose coefficients are represented by afi, bfi, and cfi. 
The gas contract here is assumed to be a flexible contract 
which only fixes the gas price in advance.

Lit = (afi ×P
2
it + bfi ×Pit + cfi )Uit    "iÎUGFtÎ T (28)

Formula (29) shows the relationship between the gas input 
and heat output of gas-fired generators, where the coefficent 
C boiler

i  reflects the energy conversion efficiency from gas to 
heat. The cost here is also determined by the cost of gas con‐
sumption.

Qit =C boiler
i Lit    "iÎUGBtÎ T (29)

The above gas costs are determined by the gas price multi‐
plied by gas consumption, as shown in (30). The set U gl 
here not only involves the gas load of gas boilers (GBs) and 
gas-fired generators, but also contains that of local systems.

Wit = Lit ρ i    "iÎU gltÎ T (30)

Formula (31) shows the relationship between the power 
and heat output of CHP units. In this way, we assume that 
the CHP unit works in the backpressure mode when its pow‐
er output is in direct proportion to heat output.

Qit =PitC
CHP
i     "iÎU CHPtÎ T (31)

In a coordinated system, the load in different energy sec‐
tions is divided into three categories, including fixed load, 
fluctuating load, and IDR load. The first category is given as 
a forecast value, and the second category is supposed to be 
available within a given range, while the third category satis‐
fies the constraint that the electricity, heat, and gas consump‐
tion connected to the same SEH vary in a given feasible re‐
gion determined by its physical characteristics, as stated in 
Section III-A.

In day-ahead scheduling, for example, given the load fore‐
cast information, the complete model to minimize the opera‐
tion cost of the regional system while satisfying the system 
load can be written as:

ì
í
î

min Obj = f (vP
inv

Q
inv

G
in )

s.t. (2) (10)-(17)
(32)
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The objective function in (32) is related with the multi-en‐
ergy input variables of the regional system vP

inv
Q
inv

G
in, which 

can be expanded to the sum of the cost of each energy pro‐
duction process, as shown by (33). Here, f CHP

i (×) and f CF
i (×) 

represent the quadratic cost functions of coal-fired CHPs and 
thermal generators, respectively, as the costs of gas-fired 
CHPs and thermal generators are included in the gas costs.

f =∑
t

ì
í
î
∑
iÎU gl

Wit + ∑
iÎU CHP

f CHP
i (PitQit )Uit +

ü
ý
þ

∑
iÎU CF

f CF
i (Pit )Uit + ∑

iÎUG

(SUit + SDit ) (33)

By introducing a large penalty factor of the slack variable 
of line flow, the impact of the N - 1 contingency on the vio‐
lation of transmission capacity constraints can be studied. 
The slack variables, representing the maximum power flow 
violation of power transmission lines, will remain zero when 
no power flow violation occurs. However, if violation is in‐
evitable when the adjustment ability of IDR and generators 
is insufficient, the slack variable will be exactly the maxi‐
mum violation value of the line capacity. In this way, the ob‐
jective function can be rewritten as:

f =∑
t

ì
í
î
∑
iÎU gl

Wit + ∑
iÎU CHP

f CHP
i (PitQit )Uit +

ü
ý
þ

∑
iÎU CF

f CF
i (Pit )Uit + ∑

iÎUG

(SUit + SDit ) + σ∑
kÎLP

slk (34)

At the same time, the line flow constraint (13) should be 
rewritten as:

-Fkmax - slk £Pkt £Fkmax + slk    slk ³ 0 (35)

In this paper, only tripping contingencies of power system 
transmission lines and their impact are discussed. Contingen‐
cy and its impact in other systems may be further studied in 
the future. The entire model is a mixed-integer nonlinear pro‐
gramming problem, while after applying piecewise lineariza‐
tion in [23] to the gas flow constraints, it can be trans‐
formed into a linear model, which can be solved using main‐
stream optimization solvers.

IV. CASE STUDY 

In this section, a multi-energy system containing electrici‐
ty, gas, and heat systems is proposed, in which different en‐
ergy sources and local integrated energy conversion models 
are embedded. The benefits of applying local system flexibil‐
ity to alleviate the impacts caused by N - 1 tripping contin‐
gencies of power system transmission lines are analyzed 
based on the case system.

A. System Description

The proposed multi-energy system is based on a modified 
24-node IEEE RTS96 power system, together with a 7-node 
gas system and three independent 4-node heat systems. Its 
topology is shown in Fig. 2.
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Fig. 2.　Topology of proposed multi-energy system.

1977



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 11, NO. 6, November 2023

In the proposed power system, three of the generators are 
replaced by gas-fired CHP generators, and renewable re‐
sources, including wind and solar energy, are added in the 
top half of the system. The total installed capacities of ther‐
mal generators, gas-fired CHPs, and renewable generators 
are 3153 MW, 252 MW, and 1300 MW, respectively. The 
load of the power system includes fixed residential load and 
load connected to the SEH. The 7-node gas system, whose 
model data can be found in [21], contains 2 gas wells (GS1 
and GS2), 5 gas pipelines, and 1 compressor (C1). The total 
gas production capacity is 11.3 Mcf/h. The load of the gas 
system includes the fixed residential load (GL7), SEH load 
(GL8), and consumptions of GBs and gas-fired generators 
(GL1-GL6). The heat system consists of 2 heat sources 
(HS1 and HS2), 2 heat loads (HL1 and HL2), and 3 pipe‐
lines connecting them. The heat sources are connected with 
CHP generators and GBs whose heating capacities are 130 
MW and 100 MW, respectively, while the heat loads are as‐
sumed to be the sum of the fluctuating load within a given 
range and SEH load. The three SEHs are connected to gas 
node 3, power buses B4, B5, and B8, and heat node 2 in the 
three heat systems. Each local SEH contains an electric 
transformer, a gas-fired CHP, a GB, and an electric heat 
pump, whose rated capacities are 150 MW, 150 MW, 75 
MW, and 30 MW, respectively. The system-wide information 
of the proposed multi-energy system and the standardized 
system loads are shown in Table I and Fig. 3, respectively, 
where the heat production cost is assumed as the cost of the 
consumed electricity and gas; and 1 kilo-cubic feet of natu‐
ral gas is assumed to generate 1 MBtu of energy. The stan‐
dardized load of each energy carrier equals the hourly load 
divided by its daily maximum load.

The case study is formed on a daily basis, while the time 
interval is set to be one hour. The full optimization problem, 
as (32) states, is a mixed-integer nonlinear programming 
problem that can be reformulated into a mixed-integer linear 
programming (MILP) problem by adopting piecewise linear‐

ization methods, as shown in Appendix A. The simplified 
MILP problem is modelled by GAMS 24.3 using Cplex 12.6 
as the solver on a Thinkpad T490 laptop.

B. Illustration of Feasible Region of IDR

The feasible regions of IDR of a local SEH at certain 
time intervals are shown in Fig. 4. The feasible region re‐
flects the ability of local system to change its load compo‐
nents as the inputs of SEH can be an arbitrary vector within 
the region to reduce the real-time cost of system or respond 
to the system order to increase its security margin. For exam‐
ple, the operation point of the IDR can move from an interi‐
or point to its border to reduce certain loads when certain 
equipment is in outage in any energy system.

C. Effectiveness of Coordination Framework

In this subsection, 3 scenarios are considered: S1, normal 
operation without IDR; S2, operation during N - 1 contingen‐
cy without IDR; and S3, operation during N - 1 contingency 
with IDR. By comparing the slack variable of line capacity 
and introducing a large penalty term in the objective func‐
tion, the effectiveness of IDR in alleviating flow violation 
caused by transmission line tripping is illustrated. The sys‐
tem optimization procedure during line tripping contingen‐
cies is similar to that of the methods used in corrective con‐
trol, in which the start-up and shut-down decisions of the 
units are fixed to the result of the day-ahead unit commit‐
ment in S1, but the power outputs are allowed to change 
within a given range.

Taking a single line tripping condition as an example, as‐
sume that line 27 from node 15 to node 24 is in outage dur‐
ing a whole day. Then, the day-ahead operation optimization 
of the proposed multi-energy system in three scenarios is 
performed. The result indicates that the line tripping contin‐
gency will make the system infeasible during certain time in‐
tervals in S2 and S3 due to the lack of power transmission 
capacity, and the power flows of certain transmission lines 
in S2 and S3 is demonstrated in Fig. 5.

From Fig. 5, the power flows of lines 6 and 10 in S2 will 
exceed the lower bound (-100 MW) in the 9th hour, 18th 
hour, and 19th hour, while the power flow constraints during 
these hours are all redundant in S1, which implies that 
line tripping contingency increases the load rate of lines 6 
and 10 and makes the line exceed its maximum capacity 
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Fig. 3.　Standardized system loads.

TABLE I
SYSTEM-WIDE INFORMATION OF PROPOSED MULTI-ENERGY SYSTEM

System

Electricity system

Gas system

Heat system

Total capacity

4705 MW

11.3 Mcf/h

230 MW

The maximum load

2850 MW

6.64 Mcf/h

155 MW

Production cost

41-128 $/MWh

6.23 $/Mbtu
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(100 MW), thus making the whole system infeasible in S2. 
However, the violation capacity of power transmission con‐
straints is greatly reduced in S3 when IDR is considered, as 
only the power flow of line 6 in the 19th hour exceeds its 
limit by 12.3 MW compared with the 31.1 MW in S2 due to 
the load adjustment of the power system.

The total energy load of the local systems participating in 
IDR is shown in Fig. 6, from which the shedding of electrici‐
ty load can be observed during these time intervals in S3 
compared with the electricity load in S2. More specifically, 
the local systems use more gas and heat instead of electrici‐
ty to satisfy the terminal energy requirement, thus providing 
more feasibility and a greater security margin for power sys‐
tem during power transmission contingencies. If the LTE/
STE of the transmission line is considered in the coordina‐
tion operation procedure, the adoption of IDR can also re‐
duce the requirement of LTE/STE, thus making the whole 
system safer.

To be more specific, the system-wide results under the 
tripping condition of each line, including the feasibility with 
and without IDR and the total cost with and without IDR, 
are shown in Table II, where 0 represents the system is infea‐
sible while 1 represents the system is feasible; and the trip‐
ping condition of line 11 is ignored as it will cause a “pow‐

er island”. Among all 37 tripping conditions of lines, the 
adoption of IDR can prevent the infeasibility that line trip‐
ping may bring about under 21 tripping conditions. Under 8 
tripping conditions, the entire system is feasible in both S2 
and S3, where IDR can further reduce the total cost of the 
system by making terminal loads more rational according to 
the energy production or transmission situation. For exam‐
ple, the IDR can help to consume renewable energy when 
there is excessive wind output. Under other conditions such 
as the abovementioned tripping condition of line 27, taking 
IDR into consideration can reduce transmission line capacity 
violations.

After a single-line tripping case, all possible line tripping 
conditions are studied together, among which the maximum 
and minimum values of the power flow of each line in each 
time interval are derived from the optimization results to 
show the power transmission feasibility change caused by 
IDRs. Then, the decrease in the maximum slack required by 
each line through S2 to S3 can also provide a way to quanti‐
fy the benefits of IDRs in terms of system security. The com‐
parison of the extreme power flows of lines 12 and 13 in S2 
and S3 is given in Fig. 7.
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TABLE II
SYSTEM-WIDE RESULTS UNDER TRIPPING CONDITON OF EACH LINE

No. of line under 
tripping condition

5, 7, 9, 16-18, 
23, 27

4

6

24

28

30

31

32

33

Others

Feasibility 
without 

IDR

0

1

1

1

1

1

1

1

1

0

Feasibility 
with IDR

0

1

1

1

1

1

1

1

1

1

Total cost 
without IDR 

(106 $)

2.705

2.706

2.708

2.705

2.705

2.714

2.705

2.705

Total cost 
with IDR 

(106 $)

2.667

2.667

2.669

2.666

2.666

2.677

2.667

2.667
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It can be observed in Fig. 7 that from the 7th hour to the 
23rd hour, the extreme power flows of lines 12 and 13 both 
exceed the lower bound (-100 MW) in S2. However, by 
adopting IDR instead of the fixed load, the violation capaci‐
ties of these transmission lines can be reduced from about 
71.4 MW to zero, and thus the power flow violation is elimi‐
nated, which means that the flexibility provided by IDR con‐
tributes to the secure operation of these lines during any N -
1 contingency.

Table III presents the overall power flow violation condi‐
tion in S2 and S3 during potential N - 1 contingency of trans‐
mission lines, where the average value is calculated based 
on the value of violated lines under each condition. The 
adoption of IDR reduces the number of transmission lines 
suffering potential violations from 15 to 8, and reduces the 
total violated time intervals of lines from 141 to 44. Besides, 
the maximum and average power flow violation capacities al‐
so greatly decrease with the adoption of IDR.

V. CONCLUSION 

To quantify the flexibility of local energy systems and its 
effect on system operation during contingencies, this paper 
first proposes a feasible region model of IDR to depict the 
energy consumption and conversion process of a local sys‐
tem and derive the flexibility of its energy input. The feasi‐
ble region derived can be embedded into the system schedul‐
ing process without detailed information of local system 
equipment to ensure privacy. A centralized coordination 
scheme and the optimization model of the entire system are 
then proposed, based on which the impact of multi-energy 
flexibility on the power system security margin, in particu‐
lar, the N - 1 power system line tripping security, is further 
studied. Through a multi-energy case system, it demonstrates 
that the proposed scheme involving IDR of local systems 
can enhance the power system reliability towards N - 1 trans‐
mission line tripping contingencies. The proposed scheme 
can be further extended and applied to other energy systems 
in multi-energy systems to assess their stability in the pres‐
ence of multiple contingencies.

APPENDIX A

For nonlinear expression h(x) and x1 < x2 < ... < xn in its do‐
main, the linearized process can be stated as (A1) - (A4), 
where δi is a continuous variable and yi is a binary vari‐
able [23].

h(x)» h(x1 )+∑
i = 1

n - 1

(h(xi + 1 )- h(xi ))δi (A1)

x = x1 +∑
i = 1

n - 1

(xi + 1 - xi )δi (A2)

ì
í
î

ïïδi + 1 £ yi

yi £ δi

    i = 12...n - 1 (A3)

0 £ δi £ 1    i = 12...n (A4)

The nonlinear constraints in this paper mainly consist of 
the following three constraints: the gas consumption con‐
straints of gas-fired generators, gas transmission line con‐
straints, and gas compressor constraints. In the gas consump‐
tion equation (28), the quadratic component can be linear‐
ized through (A1) - (A4) by letting h(x) denote the square 
function and x denote the power output.

In the gas flow constraint (20), we assume that for each 
pipeline, the flow direction is previously determined to elimi‐
nate the absolute value. It can also be addressed by introduc‐
ing a binary variable to compare the pressure of the two 
ports. If we assume that πm > πn, the gas flow constraints can 
be linearized as (A5) and (A6) with (A3) and (A4) by using 
the square of pressure as the independent variable and let‐
ting h(×) represent the square root calculation and x1 equal 0.

fmn »Cmn(∑i = 1

n - 1

( xi + 1 - xi )δi) (A5)

π 2
m - π

2
n =∑

i = 1

n - 1

(xi + 1 - xi )δi (A6)

In the compressor gas flow constraint (21), we use a step 
function to estimate the compression ratio πm /πn. Additional‐
ly, we apply the same assumption in the gas flow equation 
and use the square of pressure as the independent variable. 
The estimation is shown as (A7), where Ri represents a se‐
ries of estimated values in the allowed range, yi represents a 
binary variable to choose a Ri as the square of the ratio.

ì

í

î

ï
ïï
ï

ï
ïï
ï
ï
ï

π 2
m /π 2

n =∑
i = 1

n

Ri yi

∑
i = 1

n

yi = 1
(A7)

Let parameter Coni = 1/(kj2 - kj1 Rα 2
i ). Then the compressor 

flow can be expressed as:

fmn =∑
i = 1

n

Coni (yi Hj ) (A8)

The above expression involves the product of a binary 
variable and a continuous variable and still requires some 
skills to be transformed into a linear expression. Let G = YX, 
which represents the value of the product of a binary vari‐
able Y and a continuous variable X. By introducing a large 
parameter M, it can be expressed in a linear form as:

-MY £G £MY (A9)

-M (1 - Y )£X -G £M (1 - Y ) (A10)

TABLE III
OVERALL POWER FLOW VIOLATION CONDITION IN S2 AND S3 DURING 

POTENTIAL N - 1 CONTINGENCY OF TRANSMISSION LINES

Parameter

Number of line violations

Total violated time interval of lines

The maximum power flow violation capacity (MW)

Average power flow violation capacity (MW)

The maximum power flow violation rate (%)

Average power flow violation rate (%)

S2

15

141

108.29

52.29

72.64

31.23

S3

8

44

45.09

24.47

38.33

16.41
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