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Distributed Robust Energy and Reserve 
Dispatch for Coordinated Transmission and 

Active Distribution Systems
Yongli Ji, Qingshan Xu, and Yuanxing Xia

Abstract——The increasing penetration of renewable energy 
sources introduces higher requirements for the operation flexi‐
bility of transmission system (TS) and connected active distribu‐
tion systems (DSs). This paper presents an efficient distributed 
framework for the TS and DSs to work cooperatively yet inde‐
pendently. In addition to conventional power interaction, up‐
ward and downward reserve capacities are exchanged to form 
the feasible access regions at the boundaries that apply to differ‐
ent system operation situations. A distributed robust energy 
and reserve dispatch approach is proposed under this frame‐
work. The approach utilizes the supply- and demand-side re‐
sources in different systems to handle various uncertainties and 
improve overall efficiency and reliability. In particular, integrat‐
ed as aggregated virtual energy storage (AVES) devices, air-con‐
ditioning loads are incorporated into the optimal dispatch. In 
addition, a reserve model with charging/discharging-state elas‐
ticity is developed for AVESs to enhance system flexibility and 
provide additional reserve support. Different cases are com‐
pared to verify the effectiveness and superiority of the proposed 
approach.

Index Terms——Air-conditioning load, distributed coordination, 
feasible access region, interregional energy and reserve support, 
transmission and active distribution system.

NOMENCLATURE

A. Superscripts

DS

TS

u

Variables or parameters of distribution 
system (DS)

Variables or parameters of transmission 
system (TS)

Variables or parameters in uncertainty 
cases

B. Sets and Indices

b1ÎBTS, 

b1ÎB TS
b1

b2j2ÎBDS
d , 

b2j2ÎBDS
db2

dÎBcon

iÎNp

l1ÎLTS, 

l2ÎLDS
d

m1ÎGTS, 
m1ÎG TS

b1

m2ÎG DS
d ,

m2ÎG DS
db2

pÎVSd, 
pÎVSd,b2

q, l

Q, L

t, τÎ T
w1ÎW TS,
w1ÎW TS

b1

w2ÎW DS
d ,

w2ÎW DS
db2

C. Parameters

ΓD, Γwind

Δt

αG
m1, α

G
m2, β

G
m1,

βG
m2, γ

G
m1, γ

G
m2

π 
A, B, C, D, E, F,
G, H, J, f, g

Sets of nodes and those connected to b1 
in TS

Sets of nodes and those connected to b2 
in DS d

Index for boundary nodes connecting TS 
and DS (DSs)

Set of air conditioner (AC) in population 
p 

Sets of lines of TS and DSs d

Sets of units and those connected to b1 in 
TS

Sets of units and those connected to b2 in 
DS d

Sets of AC populations and those con‐
nected to b2 in DS d

Indices of outer and inner recourse vari‐
ables in compact model

Indices of outer and inner iteration of col‐
umn-and-constraint generation (C&CG) 
algorithm

Sets of time intervals

Sets of wind farms and those connected 
to b1 in TS

Sets of wind farms and those connected 
to b2 in DS d

Uncertainty budgets of load and wind 
power

Interval duration

Generation cost coefficients of units

Dual variable of second-stage continuous 
variable y

Coefficient matrices in compact model
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AA
p, CA

p

ai, bi, ci

AVSOCMAX
pt

C, R

CAVESch
p , CAVESdis

p

CAVESchup
p , 

CAVESchdn
p

CAVESdisup
p , 

CAVESdisdn
p

CD
curt, C

wind
curt

CGup
m1 , CGup

m2 , 
CGdn

m1 , CGdn
m2

CSU
m1, C

SU
m2, C

SD
m1, C

SD
m2

d(L)*

d(q)*

F1
m1, F

2
m1

f ACmin, f ACmax, 
PACmin, PACmax

kP, μP, kQ, μQ

PAVESchmax
pt , 

PAVESdismax
pt

PACbase
t , QACbase

t

PDe
b1t, P

De
b2t

PDf
b1t, P

Df
b2t

Pmin
d , Pmax

d

Pmax
l1 , Pmax

l2 , Qmax
l2

PGmin
m1 , PGmin

m2 , 
PGmax

m1 , PGmax
m2

PGupmax
m1 , PGupmax

m2 , 
PGdnmax

m1 , PGdnmax
m2

Pwinde
w1t , Pwinde

w2t

Pwindf
w1t , Pwindf

w2t

QD
b2t

QD
dt

Qdiss
t

Coefficients of aggregated virtual energy 
storage (AVES)

Coefficients of virtual energy storage 
(VES)

State of charge (SOC)-level upper limits 
of AVESs

Equivalent thermal capacitance and resis‐
tance

Charging and discharging costs of AVESs

Up- and down-charging reserve costs of 
AVESs

Up- and down-discharging reserve costs 
of AVESs

Load shedding and wind curtailment 
costs

Upward and downward reserve costs of 
units

Start-up and shut-down costs of units

Optimized results of uncertain variables 
in inner-master problem (MP)

Identified uncertain parameters in sub-
problem (SP)

The minimum on and off time limit coef‐
ficients of units

Operation frequencies and power limits 
of AC

Constant coefficients of AC

Charging and discharging power limits of 
AVESs

Operation power and cooling capacity 
baselines of AC

Predicted active power demands

Deviations of predicted active power de‐
mands

Lower and upper limits of boundary pow‐
er

Active and reactive power flow limits of 
lines

Lower and upper power output limits of 
units

Upward and downward ramping limits of 
units

Predicted wind power outputs

Deviations of predicted wind power out‐
puts

Reactive power demands

Reactive power supplied by substations

Heat dissipation from people and appli‐
ances

RGupmax
m1 , RGupmax

m2 , 
RGdnmax

m1 , RGdnmax
m2

rl2, xl1, xl2

T

Tmin, Tmax

Tout
t

Tonmin
m1 , Toffmin

m1

Ton0
m1 , Toff0

m1

T set

Vmax
b2

χ 

x(Q)*

y(q)*

z(l)*

D. Variables

η, θ

θb1,t, θb2,t

λP
dt, λ

R ±
dt

ωP, ωR±

AVSOCpt, vsoct

AVSOCmin
pt , 

AVSOCmax
pt

C0

f AC
t  

f  +
dt, f

 -
dt

f D +
b1t , f 

D -
b1t , f 

D +
b2t , 

f D -
b2t

f wind +
w1t , f wind -

w1t ,
f wind +

w2t , f wind -
w2t

PDcurt
b1t , PDcurt

b2t

Pwindcurt
w1t , Pwindcurt

w2t

PAC
t , QAC

t

PAVESch
pt , PAVESdis

pt

Pd,t

Pl1,t, Pl2,t, Ql2,t

PG
m1t, P

G
m2t

PVESch
t , PVESdis

t

R+
dt, R

-
dt

Up- and down-spinning reserve limits of 
units

Resistances and reactances of lines

Number of time intervals

Lower and upper limits of room tempera‐
ture 

Ambient temperature

The minimum on and off time limits of 
units

Cumulation on and off time of units

Room temperature setpoint of AC

Phase magnitude limit of nodes

Constant coefficient greater than 1

Optimized result of first-stage variables 
obtained by MP

Newly added recourse variable corre‐
sponding to d (q)*

Identified binary variables in inner-SP

Auxiliary variables in compact model

Phase angles of nodes

Once multiplier of Lagrangian penalty 
function

Twice multipliers of Lagrangian penalty 
function

SOC levels of AVESs and VES

The minimum and maximum SOC levels 
of AVESs

Operation cost in normal state

Compressor operation frequency of AC

Binary variables that reflect uncertain 
equivalent loads of DS

Binary variables that reflect uncertain 
loads

Binary variables that reflect uncertain 
wind power outputs

Load shedding quantities

Wind curtailment quantities

Operation power and cooling capacity of 
AC

Charging and discharging power of AVES

Boundary power

Active and reactive power of lines

Power outputs of units

Charging and discharging power of VES

Adjustable upward and downward bound‐
ary capacities
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RAVESchup
pt , 

RAVESchdn
pt , 

RAVESdisup
pt , 

RAVESdisdn
pt

RGup
m1t , R

Gup
m2t , R

Gdn
m1t , 

RGdn
m2t

Tin
t

uAVES
pt

uG
m1t, u

G
m2t

Vb2,t

x, z, d

Upward and downward charging/dis‐
charging reserves of AVES

Upward and downward reserves of units

Indoor temperature of a room with AC

Binary variables that indicate charging/
discharging states of AVESs (1 for dis‐
charging, 0 for charging)

Binary variables that indicate on and off 
states of units (1 for on, 0 for off)

Voltage magnitude

First-stage variables, second-stage binary 
variables, and uncertain variables

I. INTRODUCTION 

THE increasing penetration of distributed energy resourc‐
es has provided great opportunities and challenges to 

the operation of the transmission system (TS) and distribu‐
tion systems (DSs) [1], [2]. On the one hand, the renewables 
and demand-side resources enable the traditional DSs to be‐
come active ones, which could supply power to local users 
and even to the TS [3]. On the other hand, the operation of 
TS and DSs suffers from an additional power supply-de‐
mand imbalance due to the intermittent outputs of renew‐
ables. In California, USA, it has been reported that a high 
penetration of renewables leads to significant difficulties for 
the operation of TS and DSs [4]. To accommodate the dis‐
tributed energy resources economically and safely, the coor‐
dination between TS and DSs replaces the conventional sepa‐
rate management mode and is innovative in terms of fully 
exploiting the flexibility of the entire network.

Recent studies on the collaboration of TS and DSs include 
load restoration [5], economic dispatch [6], and optimal pow‐
er flow [7]. In general, the coordinated operation can be im‐
plemented in a centralized [8] or distributed manner [5]-[7]. 
The centralized approaches require a control center to pro‐
cess the complete information of networks and solve the 
global optimization problem, which inevitably leads to high 
communication demands, complex large-scale optimization 
model formulations, and even privacy and cybersecurity is‐
sues. However, TS and DSs are managed independently by 
separate system operators. Therefore, adopting a centralized 
manner is impractical. By contrast, the distributed approach‐
es provide an alternative to avoid the problems caused by 
centralized approaches. In a distributed manner, the integrat‐
ed problem is divided into several subproblems by decompo‐
sition techniques such as the Benders decomposition ap‐
proach [9], heterogeneous decomposition algorithm [6], 
multi-parametric programming [10], analytical target cascad‐
ing (ATC) [5], and alternating direction approach of multipli‐
ers [11], [12].

Balancing supply and demand in real-time operations be‐
comes more challenging as renewables with uncertain out‐

puts increase in number. Thus, reserve allocation in distribut‐
ed coordination has garnered wide attention, and different ap‐
proaches such as chance-constrained programming [12], sto‐
chastic optimization [13], and robust optimization [14] have 
been introduced to handle uncertainties. A distributed coordi‐
nation approach is proposed in [12] for the dynamic econom‐
ic dispatch of TS and DSs, but the required reserve capacity 
for uncertainties is predetermined. In [15], a stochastic coor‐
dination model of TS and DSs is proposed to include renew‐
able uncertainties, but the reserve schedule relies on numer‐
ous sampling scenarios or presupposed probability density 
functions. A coordinated operation scheme for TS and DSs 
is presented in [16] in which a robust optimization approach 
handles the uncertainties in renewables and loads. However, 
the aforementioned research works only consider the interac‐
tion of power between the TS and DSs, whereas the optimal 
reserve dispatch is restricted to the respective regional prob‐
lem of each subsystem. The boundary power values are de‐
termined following optimization so that they cannot be flexi‐
bly regulated to match different requirements of the systems, 
which would result in lower renewable utilization, less opera‐
tion flexibility, and poorer economic efficiency.

In addition, most studies related to TS and DS coordina‐
tion have considered only the conventional generating units 
in the TS and distributed generators in the DSs, whereas the 
potential use of demand-side resources is also non-negligi‐
ble. As a typical demand-side resource, air-conditioning 
loads have prominent advantages in demand response: ① air 
conditioners (ACs) account for a high proportion of the pow‐
er demand, and the regulation potential is considerable; ② 
ACs possess the energy storage capacity and can be dis‐
patched flexibly without compromising user comfort levels; 
③ the peak electricity consumption period of air-condition‐
ing loads is identical to that of the system peak load and, 
therefore, ACs can relieve the tension derived from the pow‐
er supply-demand balance. In [17], thermostatically con‐
trolled loads such as ACs are investigated to provide an oper‐
ation reserve for system reliability enhancement. Demand-
side flexibility, including that of ACs, is exploited in [18] to 
maintain system security and operation economy. However, 
the focus of previous studies is either on the power shift or 
reserve supply, and none of them explore the energy and re‐
serve co-dispatch of ACs. Apart from regular ACs with fixed 
frequencies, the potential of inverter ACs that account for ap‐
proximately 30% of urban power consumption cannot be ne‐
glected [19]. Nevertheless, few studies have considered the 
effects of inverter ACs on the integrated TS and DS prob‐
lem, and studies on user privacy protection are also scarce.

Motivated by the shortcomings of the existing research 
work, this paper presents a distributed and coordinated dis‐
patch scheme for TS and active DSs to improve renewable 
utilization and system efficiency. The main contributions of 
this paper are as follows.

1) A distributed coordination framework is developed for 
the TS and active DSs, where two types of coupling vari‐
ables, namely, active power and reserve capacity, are ex‐
changed for interregional sharing of energy and reserve. Un‐
like existing research works [12], [15], [16], of which the fo‐
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cus is on power exchange, this paper also considers the shar‐
ing of upward and downward reserves. The boundary interac‐
tions are expanded from points to lines, and feasible access 
regions at the boundaries are then formed to cope with dif‐
ferent system operation situations.

2) The ability of air-conditioning loads to enhance opera‐
tion flexibility and provide reserves is investigated. The ex‐
isting studies have rarely focused on inverter ACs. However, 
most current AC control is at the expense of user privacy vi‐
olations. By contrast, the proposed aggregated virtual energy 
storage (AVES) model integrates decentralized inverter ACs 
to avoid these problems. In addition, compared with the ex‐
isting studies on ACs that address only the power shift or re‐
serve supply [17], [18], the energy and reserve co-dispatch 
of ACs is also explored in this paper. A reserve model of an 
AVES is constructed to incorporate air-conditioning resourc‐
es into the optimal dispatch, where the flexibility of AVES is 
further activated by charging- or discharging-state elasticity.

3) A robust TS and DS coordination approach is proposed 
for jointly scheduling energy and reserves in a distributed 
manner, where the uncertainties of renewables and loads are 
considered. The resources on the supply and demand sides 
are fully utilized so that the independent subsystems can 
work cooperatively for the economic and efficiency enhance‐
ments. Given the non-convexity of the proposed TS and DS 
model derived from binary variables, a two-layer ATC algo‐
rithm is adopted to improve convergence.

The remainder of the paper is organized as follows. Sec‐
tion II describes the modeling of ACs. Sections III and IV 
present distributed coordination framework of TS and active 
DSs and detailed robust operation model of TS and DSs, re‐
spectively. Section V provides the solution methodology. Sec‐
tion VI presents case study, and Section VII draws the con‐
clusion.

II. MODELING OF ACS 

A. Model of a Single AC

The equivalent thermal parameter model [20] is used to 
show the thermal dynamic process that occurs in a room, 
which can be expressed as:

C(dT in
t /dt)= (T out

t - T in
t )/R +Qdiss

t -QAC
t (1)

The cooling capacity and operation power of the inverter 
AC can be adjusted by varying the operation frequency.

QAC
t = k Q f AC

t + μQ (2)

P AC
t = k P f AC

t + μP (3)

f ACmin £ f AC
t £ f ACmax (4)

Considering the heat storage capacity of the inverter AC, 
a virtual energy storage (VES) model can be established to 
describe the operation conditions. If no external control sig‐
nals exist, the AC will operate at the temperature setpoint un‐
der the cooling capacity and operation power baselines.

QACbase
t = (T out

t - T set )/R +Qdiss
t (5)

P ACbase
t = kP [(T out

t - T set )/R +Qdiss
t ]/kQ + (kQμP - kP μQ )/kQ

(6)

When external control signals are presented, the operation 
power of the AC can deviate from the baseline. Thus, the 
charging and discharging power of the VES can be de‐
scribed by:

P VESch
t =P AC

t -P ACbase
t     P AC

t ³P ACbase
t (7)

P VESdis
t =P ACbase

t -P AC
t     P AC

t <P ACbase
t (8)

0 £P VESch
t £P ACmax -P ACbase

t (9)

0 £P VESdis
t £P ACbase

t -P ACmin (10)

The state of charge (SOC) of VES is the maximum or 
minimum when the room temperature reaches Tmin or Tmax. 
Therefore, the SOC of VES is defined as:

vsoct = (T max - T in
t )/(T max - T min ) (11)

0 £ vsoct £ 1 (12)

From (1), (5)-(8), and (11), the variation at SOC level of 
VES is derived as:

vsoct = a × vsoct - 1 + b(P VESch
t -P VESdis

t )+ c (13)

ì

í

î

ïïïï

ïïïï

a = e-Dt/(RC)

b = kQ R(1 - e-Dt/(RC) )/[kP (T max - T min )]

c = (1 - e-Dt/(RC) )(T max - T set )/(T max - T min )
(14)

B. Model of Aggregated ACs

The energy-level evolution of an AC population can be ob‐
tained through a summation.

∑
iÎNp

vsocit

bi

= ∑
iÎNp

ai × vsocit - 1

bi

+ ∑
iÎNp

(P VESch
it -P VESdis

it )+ ∑
iÎNp

ci

bi

(15)

The SOC level and the charging and discharging power of 
the inverter AC population p are defined as:

AVSOCpt = ∑
iÎNp

vsocit /bi (16)

P AVESch
pt = ∑

iÎNp

P VESch
it (17)

P AVESdis
pt = ∑

iÎNp

P VESdis
it (18)

The AVES model can then be given as:

AVSOCpt =AA
p ×AVSOCpt - 1 +P AVESch

pt -P AVESdis
pt +C A

p (19)

ì

í

î

ï
ïï
ï

ï
ïï
ï

AA
p = ∑

iÎNp

ai /np

C A
p = ∑

iÎNp

cit /bi

(20)

0 £P AVESch
t £P AVESchmax

pt = ∑
iÎNp

(P ACmax
i -P ACbase

it ) (21)

0 £P AVESdis
t £P AVESdismax

pt = ∑
iÎNp

(P ACbase
it -P ACmin

i ) (22)

0 £AVSOCpt £AVSOC MAX
pt = ∑

iÎNp

1/bi (23)

1497



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 11, NO. 5, September 2023

Note that the average value is used to represent the hetero‐
geneous ai values in (20) for simplicity. Based on the AVES 
model, the aggregated ACs can be regulated just as in con‐
ventional energy storage, and ACs can be fully utilized with‐
out exposing users’  private information.

III. DISTRIBUTED COORDINATION FRAMEWORK OF TS AND 
ACTIVE DSS 

A typical network contains a single TS and multiple ac‐
tive DSs. The TS consists of conventional generators, renew‐
able energy sources, passive loads directly connected, and ac‐
tive DS loads. Active DSs include distributed generators, re‐
newable energy, nonflexible loads, and flexible loads.

The integration of distributed energy resources, including 
renewable energy sources and demand-side resources, en‐
ables the DS to transit from passive to active. In addition, 
the flexibility of active DSs is non-negligible for the collabo‐
rations between different subsystems. In general, the coordi‐
nated operation of TS and DSs can be realized in a central‐
ized or distributed manner, which avoids the disadvantages 
of non-coordinated approaches such as boundary power mis‐
matches and suboptimal dispatch schemes. However, when 
centralization problems such as computation and communica‐
tion burdens as well as privacy violations are considered, co‐
ordinating the TS and DSs in a distributed manner is more 
appropriate.

The key to obtaining a distributed coordination of TS and 
DSs is to identify the proper boundary coupling variables be‐
tween different systems. A distributed coordination frame‐
work of TS and DSs is presented in Fig. 1.

Two types of boundary coupling variables, namely, active 
power Pd,t and reserve capacity R±

dt, are exchanged to pro‐
duce feasible access regions [Pd,t -R-

dt, Pd,t + R+
dt ] at the 

boundaries. These regions can adapt to the power supply-de‐
mand balance requirements under normal and uncertain con‐
ditions. The corresponding consistency constraints are given 
as:

P TS
dt =P DS

dt (24)

RTS +
dt =RDS +

dt (25)

RTS -
dt =RDS -

dt (26)

IV. ROBUST OPERATION MODEL OF TS AND DSS

With the exchange of boundary information, the TS and 
DSs can operate independently under the uncertainties of re‐
newable energy sources and load demands.

A. Mathematical Modeling of Robust Optimal Dispatch in TS

The objective function of TS in (27) is to minimize the to‐
tal cost, which consists of two parts: the operation cost in 
the normal state and power imbalance cost in the uncertainty 
state.

min CTS0 +max min CTSu (27)

The first part of the objective function and the correspond‐
ing constraints are given as:

min CTS0 = min
( )uTSG

m1t P
TSG
m1t R

TSGup
m1t RTSGdn

m1t θ TS
b1tP

TS
l1tP

TS
dt R

TS +
dt RTS -

dt

∑
m1ÎGTS

∑
tÎ T

[C TSSU
m1 ×

uTSG
m1t (1 - uTSG

m1t - 1 )+C TSSD
m1 uTSG

m1t - 1 (1 - uTSG
m1t )+

αTSG
m1 (P TSG

m1t )2 + β TSG
m1 P TSG

m1t + γ
TSG
m1 uTSG

m1t +C TSGup
m1 RTSGup

m1t +

C TSGdn
m1 RTSGdn

m1t ] (28)

s.t.

ì

í

î

ï

ï

ï

ï

ï
ïï
ï
ï

ï

ï

ï

ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ï

ï

ï

∑
t = 1

F 1
m1

(1 - uTSG
m1t ) = 0

F 1
m1 =max{0T onmin

m1 - T on0
m1 }

∑
τ = t

t + T onmin
m1 - 1

uTSG
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Fig. 1.　Distributed coordination framework of TS and DSs.
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P TS
dt -RTS -

dt ³P min
d (39)

∑
l1ÎLTS| to(l1 )= b1

P TS
l1t - ∑

l1ÎLTS| fr(l1 )= b1

P TS
l1t = ∑

m1ÎG TS

b1

P TSG
m1t +

∑
w1ÎW TS

b1

P TSwinde
w1t -P TSDe

b1t - ∑
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b1

P TS
dt (40)

-P TSmax
l1 £P TS

l1t = (θ TS
fr(l1)t - θ

TS
to(l1)t )/x

TS
l1 £P TSmax

l1 (41)

The first-part cost in (28) contains the start-up and shut‐
down cost, production cost, and reserve cost of the units. 
Constraints (29) and (30) define the minimum on and off 
time of the units, respectively. Constraints (31) and (35) lim‐
it the power outputs and ramping rates of units, and (36) 
and (37) give the reserve bounds of the units. Constraints 
(38) and (39) restrict the exchange power between TS and 
DSs at the boundaries, and (40) and (41) describe the power 
balance equations and power flow limits in the normal state, 
respectively.

The second part of the objective function and correspond‐
ing constraints are:

min max min CTSu =min max
f TSwind +

w1t f TSwind -
w1t f TSD +

b1t f TSD -
b1t f TS +
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∑
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m1ÎG TS
b1

P TSGu
m1t - ∑

dÎB TS
b1

P TSu
dt +

∑
w1ÎW TS

b1

(P TSwindu
w1t -P TSwindcurt

w1t ) -(P TSDu
b1t -P TSDcurt

b1t ) (43)

-P TSmax
l1 £P TSu

l1t = (θ TSu
fr(l1)t - θ

TSu
to(l1)t )/x

TS
l1 £P TSmax

l1 (44)

P TSG
m1t -RTSGdn

m1t £P TSGu
m1t £P TSG

m1t +RTSGup
m1t (45)

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

P TSwindu
w1t =P TSwinde

w1t +P TSwindf
w1t ( f TSwind +

w1t - f TSwind -
w1t )

f TSwind +
w1t + f TSwind -

w1t £ 1
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P TSu
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dt f TS +
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dt

f TS +
dt + f TS -
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(48)

The second-part cost in (42) is the sum of the costs of 
load shedding and wind curtailment. Constraints (43) and 
(44) are the power balance equations and line flow limits for 
the uncertainty cases, respectively. Constraint (45) indicates 
that the outputs of the units can be re-dispatched according 
to the power and reserve contributions in the normal case. In 
addition, (46)-(48) construct uncertainty sets to describe the 
random wind power outputs, passive load demands of TS, 
and equivalent loads of DSs, respectively.

B. Mathematical Modeling of Robust Optimal Dispatch in 
DS

As a type of demand-side resource, air-conditioning loads 
are incorporated into the optimal dispatch of DSs. Similarly, 
the objective function of DS in (49) also minimizes the total 
cost.

min C DS0
d +max min C DSu

d (49)

The first part of the objective function and its constraints 
are expressed as:

min C DS0
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∑
l2ÎLDS

d | to(l2 )= b2
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QDS
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V DS
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-V DSmax
b2 £V DS

b2t £V DSmax
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The first-part cost in (50) consists of the energy and re‐
serve costs of the units and AVESs. The unit operation con‐
straints, including the on or off time, upper or lower power 
and reserve, and ramping up and down rates, which are simi‐
lar to those in (31) and (37), are omitted here but actually 
function properly. Constraints (51) and (52) restrict the ex‐
changed power to the boundary. Constraints (53) and (54) 
are the charging and discharging power limits of AVESs, re‐
spectively. Constraint (55) is the SOC variations of AVESs, 
as illustrated in Section II-B. Constraints (56) - (63) define 
the ranges of the reserve capacity provided by AVESs in 
terms of the limits of charging/discharging power and energy 
levels. Specifically, AVESs can supply four types of re‐
serves: up-discharging, down-discharging, up-charging, and 
down-charging. Constraints (56)-(59) are the reserve bounds 
of AVESs as limited by the charging/discharging power, re‐
spectively. In addition, the restrictions on the reserve contri‐
butions of AVESs from the SOC levels cannot be ignored; 
that is, the possible power outputs of AVESs adjusted by the 
reserve should still be maintained within the limiting ranges 
of SOC level. Constraints (60) and (61) are the SOC level 
limits of AVESs, and (62) and (63) are the possible varia‐
tions at SOC levels considering the charging/discharging 
power outputs, reserve contributions, and the previous SOC 
levels. Remarkably, the charging/discharging states of 
AVESs in the uncertainty case can be regulated flexibly, re‐
gardless of those in the normal case, which is called charg‐
ing/discharging state elasticity. As a result, greater reserve ca‐
pacities can be obtained, as shown in Fig. 2. Constraints 
(64) - (69) provide the power balance equations, power flow 
limits, and voltage magnitude limits in the normal case 
based on the linearized DistFlow model.
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Fig. 2.　Sketch of charging/discharging state elasticity.

The second part of the objective function and constraints 
are given as:

min max min C DSu
d =min max
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The second-part cost in (70) is the sum of the load shed‐
ding and wind curtailment costs. Constraints (71) - (74) de‐
scribe the power flow and voltage limits in the uncertainty 
case. The re-dispatch bounds of the units are given by (75). 
Constraints (76) - (79) set the re-dispatched output limits of 
AVESs based on the charging/discharging power and reserve 
contributions in the normal case. Constraint (80) is the ex‐
change power bounds in the uncertainty case, and (81) and 
(82) are the constructed uncertainty sets of the wind power 
and DS loads, respectively.

V. SOLUTION METHODOLOGY 

A. Distributed Operation Based on a Two-layer ATC Algo‐
rithm

Based on the two-layer ATC algorithm, the integrated TS 
and DS problem can be decomposed into several subprob‐
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lems by relaxing the coupling constraints with augmented 
Lagrangian penalty functions. The regional objective func‐
tions are formulated as:

min CTS0 + ∑
dÎBcon

∑
tÎ T

[λP
dt (P

TS
dt -P DS

dt )+ωP (P TS
dt -P DS

dt )2 +

λR +
dt (RTS +

dt -RDS +
dt )+ωR + (RTS +

dt -RDS +
dt )2 + λR -

dt (RTS -
dt -RDS -

dt )+
ωR - (RTS -

dt -RDS -
dt )2 ]+max min CTSu (83)

min C DS0
d + ∑

tÎ T
[λP

dt (P
TS
dt -P DS

dt )+ωP (P TS
dt -P DS

dt )2 + λR +
dt ×

(RTS +
dt -RDS +

dt )+ωR + (RTS +
dt -RDS +

dt )2 + λR -
dt (RTS -

dt -RDS -
dt )+

ωR - (RTS -
dt -RDS -

dt )2 ]+max min C DSu
d (84)

The procedure for solving the distributed TS and DS prob‐
lem using the standard ATC algorithm is shown in Algo‐
rithm 1.

However, the regional models of TS and DSs are noncon‐
vex because of the binary variables, and the convergence of 
the standard ATC algorithm cannot be guaranteed. Thus, a 
two-layer ATC algorithm is adopted to enhance the perfor‐
mance, which is presented in Algorithm 2.

Algorithm 2: two-layer ATC algorithm

1:   Initialization. Set the tolerance εC and the iteration index s = 1. Relax 
the binary variables uTS, uDS of TS and DSs to continuous ones and 
solve the corresponding problem by ATC algorithm. The initial val‐
ues of boundary variables P (1)

dt, R
±(1)
dt  are obtained.

2:    while do
3:   Solve the subproblems of TS and DSs with the fixed P (s)

dt, R
±(s)
dt , and 

   the optimal solutions of binary variables uTS(s), uDS(s) as well as the  
  corresponding total cost CSUM (s) are obtained.

4:   Check the stop criteria. Calculate the residual of the total cost:
           ResC(s)=max{|(CSUM (s)-CSUM (s - 1) )/CSUM (s)||(CSUM (s - 1)-
                      CSUM (s - 2) )/CSUM (s - 1)|}

If ResCk £ εr && uTS(s) = uTS(s - 1) && uDS(s) = uDS(s - 1), terminate.
5:   Solve the dispatch model of TS and DSs by ATC algorithm with      
           fixed uTS(s), uDS(s), and the boundary variables P (s + 1)

dt , R±(s + 1)
dt  are       

            obtained.
6:   Set s = s + 1.
7:  end while

First, the subproblems of TS and DSs with the binary vari‐
ables relaxed as continuous ones are solved by the standard 
ATC algorithm to obtain the initial values of the exchanged 
power and reserve at the boundaries. Then, according to the 
obtained boundary information, the regional models with 
fixed boundary power and reserve are solved separately, and 

the binary variables are optimized. The models with known 
binary variables are then solved by the standard ATC algo‐
rithm, and the interactive power and reserve at the boundar‐
ies are updated. The iteration process does not terminate un‐
til the stopping criteria are satisfied. The convergence of the 
two-layer ATC algorithm is presented in the Appendix A.

The two-layer ATC algorithm clearly improves the stan‐
dard ATC algorithm in two respects for an overall perfor‐
mance improvement. One is to transform the original mixed-
integer quadratic models into quadratic and mixed-integer 
linear programming models. The second is to reduce the 
number of variables and corresponding constraints.

B. C&CG Algorithm for Robust Optimization of Subsystems

A tri-level two-stage robust model for each subsystem is 
given in Section IV. As a typical approach for multilevel op‐
timization problems, the conventional column-and-constraint 
generation (C&CG) algorithm [21] can be conveniently ap‐
plied to the TS but not to DSs. The binary variables in the 
second stage of the DS models render strong duality theory 
invalid. Consequently, a nested C&CG algorithm is devel‐
oped.

For convenience, the robust optimal dispatch model for 
each DS is formulated in a compact matrix form.

min
x

AT x + max
dÎD

min
yzÎΩ(xd)

(BT y +C T z) (85)

s.t.

Ex £ g (86)

Ω(xd)={Fy +Gz £ f -Hx - Jd} (87)

The model is decomposed into a master problem (MP) 
and a subproblem (SP) as follows, and the optimal solutions 
are obtained by iterative computation, as shown in Algo‐
rithm 3.

Algorithm 3: nested C&CG algorithm

1:   Initialization. Set the lower bound LBO =-∞, the upper bound UBO =
+∞, and the iteration index Q = 1. Set the tolerance εO.

2:   while do
3:   Solve MP with given {d (q)*, q = 1, 2,, Q - 1} to obtain x(Q)* and η(Q)*,

and update LBO = max{LBO, AT x(Q)* + η(Q)* }.
4:   Solve SP with given x(Q)* to obtain y(Q)*, z(Q)*, and d(Q)*, and update   

UBO = min{UBO, AT x(Q)* + BT y(Q)* + C T z(Q)* }. The process is as fol‐
lows.

1)  Initialization. Set the lower bound LBI =-∞, the upper bound LBI =
+∞, and the iteration index L=1. Set the tolerance εI.

      while do
2)  Solve inner-MP with given {z(l)*, l = 1, 2, , L - 1} to obtain d (L)* and 

θ(L)*, and update LBI = max{LBI, θ(L)*}.
3)   Solve inner-SP with given d(L)* to obtain y(L)*and z(L)*, and update 

UBI = min{UBI, BT y(L)* + C T z(L)*}.
4)   Convergence check. If UBI - LBI £ εI, terminate and output results. 

Otherwise, set L = L + 1.
      end while
5:   Convergence check. If UBO - LBO £ εO, return the optimal results 

and terminate the calculation. Otherwise, set Q = Q + 1.
6:   end while

1)　MP

min
xη

(AT x + η) (88)

Algorithm 1: standard ATC algorithm

1:  Initialization. Set the initial values of coupling variables P DS(0)
dt ,           

RDS ± (0)
dt , the Lagrangian multipliers λP(1)

dt , λR ± (1)
dt , and the residual         

tolerance εr. Set the iteration index k = 1.
2:   while do
3:    Solve the subproblem of TS, and P TS(k)

dt  and RTS ± (k)
dt  are obtained.

4:     Solve the subproblem of each DS, and P DS(k)
dt  and RDS ± (k)

dt  are            
            obtained.
5:    Check the stop criteria. Calculate the residual:
     Res(k)=max{||PTS(k)

dt -PDS(k)
dt ||2||R

TS + (k)
dt -RDS + (k)

dt ||2||R
TS - (k)
dt -RDS - (k)

dt ||2 }
     If Res(k)£ εr, the procedure terminates.
6:    Update the Lagrangian multipliers:
     λP(k + 1)

dt = λP(k)
dt + 2(ωP(k) )2 (P TS(k)

dt -P DS(k)
dt )ωP(k + 1)= χωP(k)

     λR ± (k + 1)
dt = λR ± (k)

dt + 2(ωR ± (k) )2 (RTSR ± (k)
dt -RDSR ± (k)

dt )ωR ± (k + 1)= χωR ± (k)

7:  Set k = k + 1.
8:   end while
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s.t.

Ex £ g (89)

η ³BT y(q)+C T z(q)    q = 12Q - 1 (90)

Fy(q)+Gz(q)£ f -Hx - Jd (q)*    q = 12Q - 1 (91)

2)　SP

max
dÎD

min
yz

(BT y +C T z) (92)

s.t.

Fy +Gz £ f -Hx(Q)* - Jd (93)

The problem is transformed into a tri-level problem with a 
structure similar to that of the conventional two-stage robust 
model, and both inner MP and inner SP are generated.

Inner MP: max
dθ

θ (94)

s.t.

     θ £C T z(l)* + (π(l) )T (Hx(Q)* - Jd -Gz(l)* - f )    l = 12L - 1
(95)

(π(l) )TF +BT = 0    l = 12L - 1 (96)

π(l)³ 0    l = 12L - 1 (97)

Inner SP: min
yz

(BT y +C T z) (98)

s.t.

Fy +Gz £ f -Hx(Q)* - Jd (L)* (99)

VI. CASE STUDIES 

To validate the effectiveness of the proposed approach, 
the performances of three test systems (T6D2, T118D10, and 
T118D30) are analyzed. All case studies are conducted using 
CPLEX 12.9.0 on a PC with an Intel Core i7 2.80 GHz and 
8 GB RAM.

A. Results of Studies on T6D2

The T6D2 test system [22] consists of a 6-bus TS and two 
connected active DSs (DS1 and DS2), and its topology is 
shown in Fig. 3. The installed capacities of the wind farms 
in the three subsystems are 150 MW, 10 MW, and 20 MW, 
respectively. TS, DS1, and DS2 contain 3, 2, and 2 generat‐
ing units, respectively.

W

G1 G2

G3

G1

G2

DS1 DS2

G1

G2

W

W

TS

Fig. 3.　Topology of T6D2.

1)　Performance of Proposed Approach
The optimal dispatch results of TS and DSs are presented 

in Fig. 4.
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It can be observed that the coordination between the TS 
and active DSs can be implemented by utilizing the flexibili‐
ty of resources from different subsystems in a distributed 
and interactive manner. The energy and reserve contributions 
of the units, wind turbines, and air-conditioning loads are 
shared interregionally for the generation-load balance in dif‐
ferent cases. Specifically, the power outputs of the genera‐
tion resources in the TS are transmitted to DS1 and DS2 to 
satisfy the load demands in the normal case. In addition, the 
TS supplies part of the DS reserves to relieve the supply-de‐
mand pressure in the uncertainty cases.

Figure 4 also presents the flexibility of AVESs in the ac‐
tive DSs. First, AVESs perform power shifts by charging and 
discharging behaviors to avoid unnecessary load shedding or 
wind curtailment. For example, as shown in Fig. 4(b), the ex‐
cessive wind power in DS1 during period 1 is absorbed by 
AVES instead of being abandoned. In addition, AVESs pro‐
vide significant reserve support for DSs, as shown in Fig. 
4(c), where most of the reserve capacity of DS2 is offered 
by the AVES. Moreover, the performance of the AVES dur‐
ing periods 2-3 as shown in Fig. 4(b) embodies its charging/
discharging state elasticity.

Figure 5 shows a comparison of the boundary power be‐
tween TS and DS2, where the installed capacity of the wind 
farm in DS2 is set to be 20 MW under low penetration or 
100 MW under high penetration. The negative (positive) 
sign of boundary power means that TS (DS2) transmits pow‐
er to DS2 (TS). It can be observed that DS2 can send power 
back to TS when the wind power is great, which illustrates 

the effects of renewables and demand-side resources on con‐
verting DSs from passive to active. Therefore, the flexibility 
of DSs can be utilized to improve their efficiency as well as 
those of the TS and DSs overall.

2)　Impacts of AVESs on Active DSs
The virtual storage effectiveness of air-conditioning loads 

is illustrated by comparing the optimal results of cases with 
and without AVESs. The comparison results are listed in Ta‐
ble I and Fig. 6 shows that the exploitation of AVESs elimi‐
nates the power-imbalance cost and further reduces the total 
cost. Figure 6 presents the reserves of DSs with and without 
AVESs. The upward and downward reserve shortages during 
period 1 are compensated by the up- and down-charging re‐
serves provided by AVESs, which effectively prevent load 
shedding and increase wind utilization.

3)　Comparison with Other Approaches
The following three cases are studied to show the charac‐

teristics of the proposed approach, and comparison results 
are presented in Table II and Fig. 7.

1) Case 1: non-coordinated dispatch approach, where the 
boundary power is set as the predicted net load.

2) Case 2: conventional distributed dispatch approach, 
where only active power interaction is considered.

3) Case 3: the proposed distributed dispatch approach, 
where the reserve capacity interaction is also considered to 
form a feasible access region at the boundaries.

As Table II shows, compared with the non-coordinated ap‐
proach in Case 1, more economical results, i.e., a lower total 
cost (at least a 20% decrease), can be obtained by the coordi‐
nation of TS and DSs. In addition, the proposed approach 
(Case 3) can further reduce the total operation cost as com‐
pared with Case 2. This is because when energy and re‐
serves are shared among different subsystems, more flexible 
resources with lower costs can be utilized to handle the un‐
certainties, resulting in improved economic performance.

Figure 7 compares the boundary power between TS and 
DSs in the three cases. The power exchanged at the boundar‐
ies in Cases 1 and 2 is deterministic and unchangeable. By 
contrast, the boundary power in Case 3 can be varied in the 
respective feasible access regions for uncertainty cases due 
to the interaction of the reserve capacity. Accordingly, the 
overuse or underuse of regional resources can be prevent‐
ed, and the flexibility of TS and active DSs can be synthe‐
sized.

B. Results of Studies on T118D10

The T118D10 test system is composed of a modified 
IEEE 118-bus TS [23] and 10 modified IEEE 33-bus active 
DSs connected at buses 6, 7, 19, 20, 27, 28, 57, 70, 84, and 
90. The same general results can be obtained when the pro‐
posed approach is compared with the conventional approach 
for T118D10. Figure 8 indicates that the proposed approach 
can further activate the flexibility of more dispatchable re‐
sources and consequently achieve more economical opera‐
tion performance.
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Fig. 5.　Comparisons of boundary power between TS and DS2 with low 
and high wind power penetrations.

TABLE I
RESULTS OF CASES WITH AND WITHOUT AVES

Scenario

With AVES

Without AVES

TS

Energy 
cost ($)

38801.22

37571.92

Reserve 
cost ($)

6685.49

6518.10

Power imbal‐
ance cost ($)

0.00

3823.49

DS1

Energy
cost ($)

6217.65

5956.06

Reserve 
cost ($)

456.71

530.61

Power imbal‐
ance cost ($)

0.0

931.8

DS2

Energy 
cost ($)

6043.32

6077.77

Reserve 
cost ($)

276.14

380.56

Power imbal‐
ance cost ($)

0.00

893.08

Total ($)

58480.53

62683.40
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To validate the effectiveness of the two-layer ATC algo‐
rithm, the solution processes of the standard and two-layer 
ATC algorithms on the two test systems of T6D2 and 
T118D10 are compared in Fig. 9. The gap tolerances of pow‐
er and reserve are set to be 0.1 MW and 0.01 MW, respec‐
tively. For the T6D2 test system, the two-layer ATC algo‐
rithm converges after three outer and 19 inner iterations, 
whereas the standard ATC algorithm converges after 24 itera‐
tions. Specifically, based on the two-layer ATC algorithm, 
the regional problems of the TS and DSs are solved with the 
binary variables relaxed as continuous variables at the first 
outer iteration, and the initial boundary variables of power 
and reserve are obtained. Next, with the fixed boundary vari‐
ables, the TS, DS1, and DS2 are independently solved using 
the C&CG algorithm to obtain the binary variables. Then, 
the regional models with fixed binary variables are solved to 
obtain the updated boundary variables at another outer itera‐
tion. Finally, the entire solution procedure converges after 
several cycles. For the T118D10 test system, the two-layer 
ATC algorithm converges after three outer and 24 inner itera‐
tions. However, the maximum residuals of the standard ATC 
algorithm continue to oscillate, and the convergence fails 
within 50 iterations. Therefore, compared with the standard 
ATC algorithm, the two-layer ATC algorithm offers a stron‐
ger convergence property.

C. Results of Studies on T118D30

The proposed approach is also tested on a larger system, 
i. e., T118D30, including a modified IEEE 118-bus TS with 
30 modified IEEE 33-bus active DSs. 
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TABLE II
OPEARTION COSTS OF DIFFERENT DISPATCH APPROACHES

Case

Case 1

Case 2

Case 3

Cost ($)

TS

62386.85

45008.54

45486.71

DS1

7556.23

6784.25

6674.36

DS2

3417.08

6895.44

6319.46

Total

73360.17

58688.23

58480.53
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es.
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The proposed approach is also compared with the conven‐
tional approach, and the cost results are shown in Table III. 
The results suggest that interregional energy and reserve sup‐
port promote the efficient utilization of controllable resourc‐
es in different systems, and a better dispatch approach with 
a lower operation cost is obtained by the proposed approach.

Moreover, to demonstrate the effectiveness of the robust 
dispatch approach in handling uncertainties, out-of-sample 
simulations based on the Monte Carlo approach are conduct‐
ed. Table IV summarizes the out-of-sample results under dif‐
ferent budgets of TS wind uncertainty. The robust model 
clearly outperforms the deterministic model in terms of cost 
and power balance. The distributions of the power imbalance 
as depicted in Fig. 10 shows that the robust model with a 
larger uncertainty budget corresponds to a higher cost but 
better risk-coping performance. Thus, a trade-off between 
cost-effectiveness and risk aversion can be realized by appro‐
priately adjusting the uncertainty budgets.

VII. CONCLUSION 

As the penetration of renewable energy sources increases, 
research efforts on the flexibility of active DSs and the inter‐
action between the TS and DSs have also increased. To fully 
utilize dispatchable resources in active DSs and cope with 
the uncertainties of renewables and loads, this paper propos‐
es a distributed robust coordination model of TS and DSs. In 
this model, the generating units and air-conditioning loads 
serve as flexible power and reserve supply resources, respec‐
tively. The coupling variables, i.e., active power and reserve 
capacity, are exchanged to share the feasible access bound‐
ary regions applicable to the normal and uncertainty cases. 
Accordingly, the communication and computation burdens 
are relieved and system privacy information is preserved. 
The two-layer ATC algorithm is combined with the nested 
C&CG algorithm to solve the optimization model in a dis‐
tributed manner. Numerical results confirm that the proposed 
approach is superior to non-coordinated and conventional co‐
ordinated approaches in terms of economy and reliability.

APPENDIX A

The convergence of the two-layer ATC algorithm is proven 
as follows.

The coordination model of TS and DSs can be expressed in 
a concise format.

ì
í
î

ïïïï

ïïïï

min F(uB)

s.t.  uÎΩu

       BÎΩB

(A1)

where u and B are the binary and boundary variables. Accord‐
ing to the solving procedure stated in Section V-A, binary vari‐
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Fig. 9.　Solution process of standard and two-layer ATC algorithms on two 
test systems. (a) T6D2. (b) T118D10.

TABLE III
COST RESULTS OF T118D30

Case

2

3

TS

Energy 
cost ($)

1111623.62

1143040.80

Reserve 
cost ($)

95789.21

126471.06

Subtotal 
($)

1207412.84

1269511.86

DS

Energy 
cost ($)

197339.21

126632.15

Reserve 
cost ($)

58487.81

24853.08

Subtotal 
($)

255827.02

151485.24

TABLE IV
OUT-OF-SAMPLE RESULTS UNDER DIFFERENT BUDGETS OF TS WIND 

UNCERTAINTY

Scenario

Deterministic

Γ TS,wind = 1

Γ TS,wind = 2

Γ TS,wind = 3

Γ TS,wind = 4

Γ TS,wind = 5

Cost ($)

1242762.59

1387582.64

1397707.69

1406673.48

1414216.80

1420997.10

Average power 
imbalance (MW)

3099.27

   33.35

   19.97

   12.68

    8.67

    6.27

The maximum power 
imbalance (MW)

5539.70

  748.14

659.72

587.02

529.58

477.75
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Fig. 10.　Power imbalance distributions under different budgets of TS wind 
uncertainty in out-of-sample simulations.
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ables are first relaxed as continuous ones, and optimized objec‐
tive function value, i.e., the lower bound of F(u,B) is obtained.

At the sth iteration, F(u,B) is minimized with the fixed 
boundary variables B(s), and the binary variables u(s) are ob‐
tained.

ì
í
î

ïï

ïï

u(s)= arg min
u

F(uB(s) )

F(u(s)B(s) )£F(uB(s) )
(A2)

Then, F(u, B) is minimized with the fixed binary variables 
u(s), and the boundary variables B(s+1) are obtained.

ì
í
î

ïï

ïï

B(s + 1)= arg min
B

F(u(s)B)

F(u(s)B(s + 1) )£F(u(s)B)
(A3)

Next, the iteration index goes to s+1, and F(u, B) is mini‐
mized with the fixed boundary variables B(s+1), and the binary 
variables u(s+1) are obtained.

ì
í
î

ïï

ïï

u(s + 1)= arg min
u

 F(uB(s + 1) )

F(u(s + 1)B(s + 1) )£F(uB(s + 1) )
(A4)

Based on (A2)-(A4), (A5) can be derived as:
F(u(s + 1)B(s + 1) )£F(u(s)B(s + 1) )£F(u(s)B(s) ) (A5)

It can be observed that F(u,B) is non-increasing during the 
iteration. Considering the known lower bound of F(u, B), the 
convergence can be guaranteed.
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