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Abstract——Stability in unbalanced power systems has de‐
served little attention in the literature. Given the importance of 
this scenario in distribution systems with distributed genera‐
tion, this paper revisits modal analysis techniques for stability 
studies in power systems, and explains how to tackle unbal‐
anced power systems with voltage-dependent loads. The proce‐
dure is described in detail and applied to a low-voltage (LV) 
simple case study with two grid-forming electronic power con‐
verters and unbalanced loads. Results are then compared with 
those obtained with the popular impedance-based method. 
While the latter is easier to implement using simulation or field 
data, the former requires complete information of the system, 
but gives a better insight into the problem. Since both methods 
are based on a small-signal approximation of the system, they 
provide similar results, but they discern different information. 
A larger second case study based on an LV CIGRE distribution 
system is also analysed. Results are obtained using a detailed 
Simulink model of the microgrids with electronic power convert‐
ers.

Index Terms——Stability, microgrid, modal analysis, impedance-
based method, unbalanced distribution system.

I. INTRODUCTION

IN response to the global climate change caused by the ex‐
cessive atmospheric concentration of carbon dioxide and 

other greenhouse gases, the penetration of renewable energy 
sources (RESs) into power systems has been soaring world-
wide. When RESs (mainly wind and solar) are used, elec‐
tronic power converters are required to interface energy gen‐
eration with the power system, providing fast control of ac‐

tive and reactive power. Nowadays, electronic power convert‐
ers for grid applications are mainly voltage source convert‐
ers (VSCs), which can be of two types: grid-forming (GFo) 
VSCs that control output voltage and frequency at their filter 
output, and grid-following (GFl) VSCs that control the mag‐
nitude and orientation of their filter output current with re‐
spect to the voltage at the point of coupling (PoC). In GFo-
VSCs, an inner current loop is often used to deal better with 
possible resonances of the output filter and to provide means 
of limiting the output current of the converter. GFl-VSCs re‐
quire a phase-lock-loop (PLL) to synchronize with the pow‐
er system by tracking the voltage angle at the converter con‐
nection bus. Current limiting can be provided naturally. A 
comprehensive review of the control of VSCs and their main 
characteristics is presented in [1].

Modal analysis is considered the standard tool to charac‐
terise small-signal stability of traditional power systems de‐
scribed in a synchronously-rotating {dq} reference frame, af‐
ter Park’s transformation [2]. Three-phase sinusoidal vari‐
ables are transformed into two constant components {dq} in 
steady state, plus the nearly-always forgotten zero compo‐
nent (sometimes called “homopolar”). Under these circum‐
stances, the non-linear model of the power system can be lin‐
earised at a steady-state operation point. The eigenvalues of 
the linearised power system equations give information of 
the system dynamics; participation factors of eigenvalues in 
state variables give information of which state variables are 
affected by relevant and less-relevant dynamics [3]; and sen‐
sitivities of those eigenvalues can be used to design, for ex‐
ample, power system stabilisers to tackle dangerous power 
oscillations for conventional synchronous generators [4], [5] 
or for VSCs [6].

In conventional power systems, power line dynamics are 
generally neglected, because the dynamics of high-inertia ro‐
tating machines and their controls are considerably slower 
than those of the lines. However, in microgrids, fast control 
of inertia-less VSCs or VSCs with virtual inertia may render 
line dynamics to be relevant. This will tend to increase the 
size and complexity of case-study models. Nevertheless, the 
application of modal analysis to balanced microgrids has 
been the subject of previous research efforts. For example, 
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[7] investigates the interactions among VSCs and the net‐
work dynamics, and it analyses the stability of a microgrid 
case study for different droop gains in the VSCs. Reference 
[8] studies the stability of an islanded hybrid alternating cur‐
rent (AC)/direct current (DC) microgrid with a bidirectional 
interlink converter with a droop-based control algorithm. 
Network frequency and bus voltage in the AC section, and 
bus voltage at the DC section, are maintained within permis‐
sible limits. Reference [9] proposes a generalised framework 
for small-signal stability analysis for microgrids with prima‐
ry and secondary distributed controls based on multi-agents, 
considering communication latency and uncertainty. In [10], 
a sensitivity analysis is carried out to check whether it is 
possible to prevent the instability of a microgrid when oper‐
ated with constant power loads (induction motors), by tuning 
the internal voltage and current controller gain values of 
GFo-VSCs. In all microgrid-related cases in the literature, 
system and loads are considered balanced, like in conven‐
tional power systems.

So far, the application of modal analysis in traditional 
power systems and in microgrids relies on finding the steady-
state operation point by making the derivatives of the state 
variables equal zero and solving the resulting system of non-
linear equations. However, unlike in the analysis of conven‐
tional power systems, loads in microgrids are often unbal‐
anced, and straight application of Park’s transformation does 
not give constant state variables in steady state. Therefore, 
the usual linearisation of non-linear power system models is 
not possible. However, experts suggest that “unbalance” 
should not be neglected when studying stability in mi‐
crogrids [11], [12], which rules out the use of a traditional 
{dq} model.

A modified Park’s transformation for unbalanced power 
systems has been proposed in [13]. In a general case, this 
transformation applied to a three-phase system renders d, q, 
and 0 components for a positive (+) and a negative (-) se‐
quence, i. e., a total of six state variables d +, q+, 0+, d -, q-, 
0-, but only four of them are constant in steady state (d ± and 
q±), while the zero components (0±) have oscillations of the 
fundamental frequency. Therefore, this method cannot al‐
ways be used for a traditional modal analysis. In the cases 
in [13], zero current components (0±) are all zero and are ig‐
nored.

This paper brings three contributions to this scenario.
1) It presents a modification applied to [13] in order to al‐

ways have constant {dq0±} components in steady state, 
which is the necessary step to have constant state variables 
at an operation point in steady state, and obtain small-signal 
linear approximations of non-linear unbalanced power sys‐
tems.

2) It provides a comparison between modal stability analy‐
sis and the impedance-based method, since the latter is popu‐
lar in converters connected to grids or microgrids [14], but 
has not been applied to unbalanced power systems. Imped‐
ance-based analysis also relies on a linear model derived at 
a constant operation point and it is ideal for the analysis and 
design of a single converter to be connected to a grid using 
a reduced model of the latter. Modal techniques can address 

a system-based analysis, providing richer information.
3) Finally, the paper computes active and reactive power 

in unbalanced power systems based on constant {dq0±} com‐
ponents in steady state.

The analysis tools including details of the modified 
Park’s transformation and the principles of modal analysis 
and of impedance-based stability analysis are presented in 
Section II. The calculation of active and reactive power us‐
ing the proposed transformation is presented in Section II-F. 
The dynamic model of a microgrid with GFo-VSCs using 
{dq0±} components will be discussed in Section III. Two 
case studies [15] will be analysed in Section IV. Finally, con‐
clusions will be summarized in Section V.

II. ANALYSIS TOOLS

A. Modified Park’ s Transformation for Unbalanced Mi‐
crogrids

The analysis that follows is based on [13], but it goes a 
step further. Let us consider the following matrices:

T +
θ =

           
é

ë
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ê

ê ù
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dq0
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(1)

where θ =ωt, ω is the frequency of the power system; t is 
the time; and T +

θ  is the traditional power-invariant Park’s 
transformation used in three-phase systems.

Under unbalanced conditions, a phase k of any three-
phase (abc) electrical variable xabc (t) (xabc will be either a 
voltage v or a current i column vector with components a, b, 
and c) can be written as:

xk (t)= 2 X0 cos(ωt + φ0 )+ 2 X+ cos(ωt + φ+ + σ)+
2 X- cos(ωt + φ- - σ) (2)

where σ = 0, σ =-
2π
3

, σ =
2π
3

 for phases a, b, and c, respec‐

tively; {X0X+X-} are the root-mean-square (RMS) values; 
and {φ0φ+φ-} are the arbitrary initial phase displacements 
of the so-called homopolar (0), positive, and negative se‐
quence components of xabc (t), respectively.

If (1) is applied to xabc (t) with components as in (2), one 
obtains (3) and (4), proving that, in general, the so-called 
{dq0} components of variable xabc do not remain constant in 
steady state.

         
[xd (t)xq (t)x0 (t)]T

xdq0

=T +
θ

         
[xa (t)xb (t)xc (t)]T

xabc

(3)

é
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ê
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ê

ê
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úúú
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ú

úxd (t)

xq (t)

x0 (t)

=

é

ë

ê

ê

ê

ê
êê
ê

ê

ê

ê ù

û

ú

ú

ú

ú
úú
ú

ú

ú

ú3 X+ cos φ+ + 3 X- cos(2ωt + φ- )

3 X+ sin φ+ - 3 X- sin(2ωt + φ- )

6 X0 cos(ωt + φ0 )

(4)

Reference [13] modifies Park’s transformation as follows:
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x±
dq0ω =T(t)

é

ë

ê
êê
ê ù

û

ú
úú
úxabc (t)

xabc (t - T/4)
(5)

x±
dq0ω =[x+

dωx
+
qωx

+
0ωx

-
dωx

-
qωx

-
0ω ]T (6)

T(t)= T͂dq0 (t)T+-0T͂αβγ (t) (7)

where T = 2π/ω. The following 6 ´ 6 matrices are given:

ì

í

î

ï
ïï
ï

ï
ïï
ï

T͂dq0 (t)= é
ë
êêêê ù

û
úúúúT +

dq0 03 ´ 3

03 ´ 3 T -
dq0

T͂αβγ (t)=
é
ë
êêêê ù

û
úúúúTαβγ 03 ´ 3

03 ´ 3 Tαβγ

(8)

where 03 ´ 3 is a 3 ´ 3 zero matrix; T -
dq0 (θ)=T +

dq0 (-θ); and 
T+-0 is given as:

T+-0 =
1
2

é
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ê
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ê
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ú
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ú1 0 0 0 -1 0
0 1 0 1 0 0
0 0 1 0 0 0
1 0 0 0 1 0
0 1 0 -1 0 0
0 0 0 0 0 1

(9)

In the 6 ´ 1 column vector x±
dq0ω in (5), the first, second, 

forth, and fifth elements are constant in steady state, while 
the third and sixth ones are not. A constant column vector 
x±

dq0 can be obtained as x±
dq0 =[x+

d x
+
q x

+
0 x

-
d x

-
q x

-
0 ]T, if:

[x+
d x

+
q x

-
d x

-
q ]T =[x+

dωx
+
qωx

-
dωx

-
qω ]T (10)

é

ë
ê
êê
ê ù

û
ú
úú
úx+

0

x-
0

= é
ë
êêêê ù

û
úúúúx+

0ω cos θ + x-
0ω sin θ

-x+
0ω sin θ + x-

0ω cos θ
(11)

For a one-step transformation, T(t) in (5) changes to T̂(t):

T̂(t)=

é

ë

ê

ê

ê

ê

ê

ê
êê
ê

ê

ê

ê

ê

ê ù
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ú
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ú

ú1 0 0 0 0 0
0 1 0 0 0 0
0 0 cos θ 0 0 sin θ
0 0 0 1 0 0
0 0 0 0 1 0
0 0 -sin θ 0 0 cos θ

T(t) (12)

Applying (12) to (2) (k = ab c) gives:

x±
dq0 =

é

ë
ê
êê
ê ù

û
ú
úú
úx+

dq0

x-
dq0

=
é

ë
êêêê

ù

û
úúúú

[x+
d x

+
q x

+
0 ]T

[x-
d x

-
q x

-
0 ]T (13)

which is a 6 ´ 1 constant vector with:

x+
dq0 = 3

é

ë

ê
êê
êX+ cos φ+ X+ sin φ+ 

X0

2
cos φ0

ù

û

ú
úú
ú

T

(14)

x-
dq0 = 3

é

ë

ê
êê
êX- cos φ- -X- sin φ-

X0

2
sin φ0

ù

û

ú
úú
ú

T

(15)

B. {dq0± } Model of a Series Unbalanced RL Circuit

The differential equations for a star-connected unbalanced 
RL load, with neutral point connected to ground through an 
impedance Ln and Rn (see Fig. 1), can be written as (16). In 
Fig. 1, ik (t) (k = abc) is the load current; vk (t) is the phase 
voltage to ground; Rk is the per-phase load resistance; Lk is 
the per-phase load inductance; and Vn (t) and in (t) are the 
neutral voltage and neutral current to ground, respectively.

é
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ê
êêê
ê
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ê ù
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úúú
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úvabc (t)

vabc( )t -
T
4

= R̂abc

é

ë

ê
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ê
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ú

úiabc (t)

iabc( )t -
T
4

+ L̂abc

é
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ê

ê

ê
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ê

ê ù

û

ú

ú

ú
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ú
d
dt

iabc (t)

d
dt

iabc( )t -
T
4

(16)

ì
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ïï
ï

R̂abc =
é
ë
êêêê ù

û
úúúúRabc 03 ´ 3

03 ´ 3 Rabc

L̂abc =
é
ë
êêêê ù

û
úúúúLabc 03 ´ 3

03 ´ 3 Labc

(17)

where Rabc and Labc can be built substituting § by R and L, 
respectively, in (18):

Rabc or  Labc =

é

ë

ê

ê

ê
êê
ê

ê

ê ù

û

ú

ú

ú
úú
ú

ú

ú
§a + §n §n §n

§n §b + §n §n

§n §n §c + §n

(18)

Applying (5) (with T̂(t)) to (16) yields:

v±
dq0 =[BB]i ±dq0 +[AA]

d
dt

i ±dq0 (19)

[BB]= é
ë
êêêêT̂R̂abc × T̂

-1 + T̂L̂abc

d
dθ

[T̂ -1 ]wù
û
úúúú (20)

[AA]=[T̂L̂abcT̂
-1 ] (21)

Both [BB] and [AA] are 6 ´ 6 matrices of real numbers and 
are not angle θ dependent.

Often, loads are either connected between two phases or 
from a phase to ground. These two cases deserve special at‐
tention. In a load connected between two phases (a and b, 
for example), we have:

ì
í
î

ia (t)=-ib (t)

ic (t)= 0
(22)

The application of the transformation in (5) (with T̂(t)) 
gives i+0 = 0, i-0 = 0, and (23) is obtained.

[i -dq ]=
1
2

é

ë

ê
êê
ê
ê
ê ù

û

ú
úú
ú
ú
ú1 3

3 -1
[i +dq ] (23)

where [i -dq ]=[i-d i
-
q ]T and [i +dq ]=[i+d i

+
q ]T; which means that, out 

of the six state variables in (13), only two are left.
If (5) (with T̂(t)) is applied to a two-phase unbalanced 

load connected to ground (phases a and b, for example):

ì
í
î

ia (t)+ ib (t)= in (t)

ic (t)= 0
(24)

v
a
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b
(t)

dt

di
a
(t)

V
n
(t)R

b
i
b
(t)+L

b dt

di
b
(t)

v
b
(t)

i
c
(t)

v
c
(t)

R
c
i
c
(t)+L

c dt

di
c
(t)

R
n
i
n
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n dt

di
n
(t)

i
n
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Fig. 1.　Unbalanced RL circuit.
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[i ±0 ]=

é

ë

ê

ê

ê
êê
ê
ê

ê

ê

ê ù

û

ú

ú

ú
úú
ú
ú

ú

ú

ú2
4

6
4

2
4

6
4

- 6
4

2
4

6
4

- 2
4

é
ë
êêêê ù

û
úúúúi +dq

i -dq

(25)

which results in a fourth-order dynamic system.
Finally, one phase connected to ground with an impedance 

gives:

ì
í
î

ia (t)= in (t)

ib (t)= ic (t)= 0
(26)

é
ë
êêêê ù

û
úúúúi ±0

i -dq

=

é

ë

ê

ê

ê
êê
ê
ê

ê

ê

ê ù

û

ú

ú

ú
úú
ú
ú

ú

ú

ú2
2

0 1 0

0 2
2

0 -1

T

[i +dq ] (27)

which results in a second-order system, again.
Similarly, a {dq0±} model of a parallel unbalanced RC cir‐

cuit should be derived to include the bus voltage dynamics.

C. {dq0±} Impedance Analysis

The {dq0±} impedance matrix for the circuit in Fig. 1 can 
be computed by transforming (19) into the frequency do‐
main using Laplace transform, resulting in a 6 ´ 6 impedance 
matrix of the form:

Zdq0 (s)=[BB]+[AA]s =
é

ë
ê
êê
ê ù

û
ú
úú
úZ ++

dq0 (s) Z +-
dq0 (s)

Z -+
dq0 (s) Z --

dq0 (s)
(28)

where Zdq0 (s) has been divided into four 3 ´ 3 transfer-func‐
tion matrices. Zdq0 (s) has been calculated for s = j2π ´ 50 in 
the balanced and unbalanced cases (cases 0 and 1, respec‐
tively), as shown in Table I, and the results are given in Ta‐
bles II and III, respectively.

As expected, in the balanced case (Table II), the positive-, 
negative- , and homopolar-sequences are decoupled, while in 
the unbalanced case (Table III), the three sequences are cou‐
pled, which, if neglected, may result in an incorrect stability 
assessment.

D. Modal Analysis and Participation Factors

For a linear time-invariant system described by a state-
variable model, with AÎRn ´ n:

ẋ(t)=Ax(t)+Bu (29)

The eigen-analysis of matrix A will produce n eigenvalues 
λi (1 £ i £ n). Assuming that λi ¹ λj if i ¹ j, each λi will have a 
column left eigenvector wi associated (w T

i A = λiw
T
i ), with ele‐

ments wj
i (1 £ j £ n) and a column right eigenvector vi (Avi =

λivi) with elements vj
i (1 £ j £ n).

The free response of a linear system as (29), given a col‐
umn vector of initial conditions x(0) is:

x(t)=∑
i = 1

n

w T
i x(0)eλitvi (30)

which, for a given state variable xj (the jth element in state 
vector x(t)) and initial conditions xk = 0 if k ¹m and xm = 1 
(the mth element in state vector x(t)), gives:

xj (t)=wm
1 eλ1tvj

1 +wm
2 eλ2tvj

2 + +wm
k eλktvj

k + (31)

Based on (31), [16] defines the product wm
i vj

i as the partici‐
pation of λi in variable xj with the initial conditions de‐
scribed above, although participation factors are given more 
attention for m = j. This definition renders complex numbers 
for the participation factors in a general case, and [17] sug‐
gests the following definition for the participation factor of 
eigenvalue λi in state xj (t), to have “real” participations:

pji =
|| wj

i || vj
i∑

"k

|| wk
i || vk

i

Þ∑
"j

pji = 1 (32)

If the power system equations are linearised, the eigenval‐

TABLE III
CASE 1: IMPEDANCE MATRIX

Matrix

Z ++
dq0

Z +-
dq0

Z -+
dq0

Z --
dq0

Value

é

ë

ê

ê
êêê
ê

ê

ê ù

û

ú

ú
úúú
ú

ú

ú20.00 + j157.08 -157.08 5.75 - j22.21

157.08 20.00 + j157.08 -26.30 - j12.83

-9.95 - j11.11 9.07 - j6.41 23.00 + j166.50

é

ë

ê

ê
êêê
ê

ê

ê ù

û

ú

ú
úúú
ú

ú

ú-14.07 - j15.71 -12.82 + j9.07 26.30 + j12.83

-12.82 + j9.07 14.07 + j15.71 5.75 - j22.21

2.88 - j11.11 -13.15 - j6.41 -166.50

é

ë

ê

ê
êêê
ê

ê

ê ù

û

ú

ú
úúú
ú

ú

ú4.07 - j15.71 18.59 + j9.07 -19.90 - j22.21

18.59 + j9.07 -4.07 + j15.71 18.13 - j12.83

-9.07 + j6.41 -9.95 - j11.11 166.50

é

ë

ê

ê
êêê
ê

ê

ê ù

û

ú

ú
úúú
ú

ú

ú20.00 + j157.08 157.08 18.13 - j12.83

-157.08 20.00 + j157.08 19.90 + j22.21

-13.15 - j6.41 -2.88 + j11.11 23.00 + j166.50

TABLE I
SERIES RL CIRCUIT CASES

Case

0

1

0 and 1

Parameters

Ra =Rb =Rc = 10 Ω, La = Lb = Lc = 100 mH

Ra = 10 Ω, Rb = 20 Ω, Rc = 30 Ω, La = 400 mH, Lb = 500 mH, 
Lc = 600 mH

Rn = 1 Ω, Ln = 10 mH

TABLE II
CASE 0: IMPEDANCE MATRIX

Matrix

Z ++
dq0

Z +-
dq0

Z -+
dq0

Z --
dq0

Value

é

ë

ê

ê
êêê
ê

ê

ê ù

û

ú

ú
úúú
ú

ú

ú10.00 + j31.41 -31.41 0

31.41 10.00 + j31.41 0

0 0 13.00 + j40.84

é

ë

ê

ê
êê
ê

ê ù

û

ú

ú
úú
ú

ú0 0 0
0 0 0
0 0 -40.84

é

ë

ê

ê
êê
ê

ê ù

û

ú

ú
úú
ú

ú0 0 0
0 0 0
0 0 40.84

é

ë

ê

ê
êêê
ê

ê

ê ù

û

ú

ú
úúú
ú

ú

ú10.00 + j31.41 31.41 0

-31.41 10.00 + j31.41 0

0 0 13.00 + j40.84
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ues of the approximate linear system can be used to study 
the small-signal stability of the system, while the participa‐
tion factors can be used to study which states are associated 
with a given mode (eigenvalue). The system will be stable if 
all eigenvalues have negative real parts.

This method of analysis can address one VSC connected 
to the reduced model of the grid, if the parameters of both 
systems are known, or a more complex system with several 
VSCs connected through power lines and/or cables.

E. Impedance-based Method for Stability Analysis

The impedance-based method for stability analysis reduc‐
es a GFo-VSC and its connected system into an equivalent 
source and load impedance (as depicted in Fig. 2). Formulat‐
ed initially by [18] for DC converters, the stability issue is 
resolved applying Nyquist stability criterion to the resulting 
impedance ratio. Later on, [19] has extended the stability 
study for balanced three-phase AC systems applying the gen‐
eralized Nyquist stability criterion [20] on the product of the 
converter output impedance (Zo) and the grid input admit‐
tance (Yg) (with voltages and currents having two compo‐
nents: d and q). Since this method is meant to analyse one 
converter against the rest of the grid, which might contain 
more VSCs, possible interactions among converters will re‐
main hidden. However, unlike the one based on modal analy‐
sis, this method does not require a detailed model of the sys‐
tem, and the necessary impedances can be calculated either 
by simulation or by direct experimental measurements. In 
both cases, a disturbance has to be used, as illustrated by DIp 
in Fig. 2, where VT and Zo are the elements of Thévenin 
equivalent of the converter under study (voltage and output 
impedance, respectively); Yg and IN are the Norton equiva‐
lents which model the admittance and current source of the 
grid, respectively; and DIp is a test disturbance.

The method is applied to a balanced three-phase AC sys‐
tem with a GFo-VSC and a constant power load in [21]. 
When primary frequency and/or voltage droop are used for 
active- and/or reactive-power sharing, the voltage and cur‐
rent variations of DV0 and DI2 in Fig. 2 are partially due to 
the action of those droops, and [22] suggests a representa‐
tion similar to the one in Fig. 3 to highlight the influence of 
the frequency variation on the output of droop-controlled 
converters. Here, unlike in [22], Zo (s) is defined as the usual 
output impedance of the device on the left-hand side of Fig. 
2. In Fig. 2, one can write:

Zo (s)=-
DVo

DI1

=-
DVo

DIp

é

ë

ê
êê
êDI1

DIp

ù

û

ú
úú
ú
-1

(33)

Yg (s)=
DI2

DVo

=
DI2

DIp

é

ë

ê
êê
êDVo

DIp

ù

û

ú
úú
ú
-1

(34)

G1 (s)=
Dw
DI1

=
Dw
DIp

é

ë

ê
êê
êDI1

DIp

ù

û

ú
úú
ú
-1

(35)

G2 (s)=
DI2

Dw
=
DI2

DIp

é

ë

ê
êê
êDw
DIp

ù

û

ú
úú
ú
-1

(36)

Reference [22] demonstrates that the stability of the whole 
system can be studied applying the generalized Nyquist crite‐
rion to the matrix of open-loop transfer functions L(s) shown 
in (37), i.e., the system will be stable if the loci of the eigen‐
values of L(jω) (-¥£ω <¥) do not encircle the point (-10) 
in the complex plane.

L(s)= Yg (s)Zo (s)-G2 (s)G1 (s) (37)

F. Power in Unbalanced Systems

The apparent power (steady state) drawn from an unbal‐
anced three-phase voltage source vabc by an unbalanced cur‐
rent iabc can be calculated using voltage phasors V̄abc and cur‐
rent phasors Īabc for phases a, b, and c [23]:

S̄ = V̄a (Īa )* + V̄b (Īb )* + V̄c (Īc )* =P + jQ (38)

where P and Q are the active and reactive power, respective‐
ly, and

P = 3V+ I+ cos γ+ + 3V- I- cos γ- + 3V0 I0 cos γ0 (39)

Q = 3V+ I+ sin γ+ + 3V- I- sin γ- + 3V0 I0 sin γ0 (40)

In (39) and (40), V and I are the voltage and current RMS 
values; subscripts +, -, and 0 stand for positive, negative, 
and zero sequences, respectively; and γ is the angle that the 
current is lagging behind the voltage (a different one for 
each sequence).

Using the voltage and current components obtained, when 
applying (12) to phase voltages and currents, P and Q can 
be written as:

P = v+
di+d + v-

di-d + 2v+
oi+o + v+

qi+q + v-
qi-q + 2v-

oi-o (41)

Q = v+
qi+d - v-

qi-d + 2v-
oi+o + v-

di-q - v+
di+q - 2v+

oi-o (42)

III. MICROGRID MODEL AND DYNAMIC EQUATIONS

A. Detailed GFo-VSC Model

VSCs consist of both active switching devices such as in‐
sulated-gate bipolar transistors (IGBTs) with pulse width 
modulation (PWM), and passive components such as LCL 
filters, to assist switching-harmonic filtering. In distributed 
generation (DG) systems, VSCs are generally used with ef‐
fective switching frequencies above 10 kHz for low- and me‐

∆I1 ∆Vo

∆I2

∆Ip
++

+
�Zo(s)

G1(s)

G2(s)

+
++

Yg(s)

W

Fig. 3.　Block diagram at PoC where blocks contain transfer-functions.

∆I
1Zo

∆I
2

+
�

VT ∆Vo ∆Ip Yg IN

Fig. 2.　Perturbation circuit at PoC.
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dium-power applications. Therefore, converter switching can 
be averaged for small-signal stability analysis. In addition, if 
those converters are assumed to be fed from a sufficiently 
large DC power source, they can be modelled by ideal con‐
trollable three-phase voltage sources.

In this paper, GFo-VSCs have been controlled using an in‐
ner current control loop and an outer voltage control loop 
(see Fig. 4) to ensure that the converter output voltage close‐
ly tracks the desired set point (voltage modulus and frequen‐
cy V/f ) with both good transient and steady-state performanc‐
es. Two-degree-of-freedom (2-DOF) proportional-integral (PI) 
controllers with independent reference weighting [24] have 
been used to control voltage and current components after 
the appropriate transformation from the three-phase descrip‐
tion. The controller used for converter i is shown in (43) 
with controller parameters Kji, bji, and Tji.

Mji (s)=Kji

é

ë

ê
êê
ê(bji +

1
Tji s ) Rji (s)- (1 + 1

Tji s )Yji (s)
ù

û

ú
úú
ú

(43)

where Mji (s) is the controller output; Rji (s) is the set-point in‐
put; and Yji (s) is the process measured output for converter i 
(voltage when j = 2 or current when j = 1). Control details for 
the GFo-VSC, with the {dq0±} decoupling terms added to 
the controller outputs, are shown in Fig. 4. The decoupling 
terms shown extend the ones used in balanced cases such as 
those described in [7], among many others. In Fig. 4, 
abc/dq0± block is the modified Park’s transformation in Sec‐
tion II-A. The PQ calculation block refers to (41) and (42). 
The droop P-f and droop Q-V blocks refer to the droop equa‐
tions with first-order low-pass filter defined in Section III-B. 

Lf, Rf, and Cf model the VSC output LC filter. out, ref, i, 
and v stand for output, reference or set point, current, and 
voltage, respectively.

For the unbalanced-load case of interest in this paper, 
when only the positive sequence (dq+) is considered in the 
internal controls of each GFo-VSC, the modal analysis 
shows a set of under-damped modes related with the inner 
current and outer voltage dynamics of their LC filters. This 
problem has been tackled by applying PI controllers such as 
in (43) to negative and zero (dq-  0±) sequence currents and 
voltages, to keep the voltage balanced at their LC filter out‐
puts, with v-

dref = v-
qref = v+

0ref = v-
0ref = 0. Notice that this paper 

focuses on the stability analysis of unbalanced microgrids; 
however, if the interest were to compensate unbalanced cur‐
rents and/or voltages using a GFo-VSC, the filter output volt‐
age references need to be updated accordingly in the vcref 
block of Fig. 4, as in [25], for example.

B. Droop in GFo-VSCs

Primary control shapes the initial response of each genera‐
tor when a disturbance takes place. At least one GFo-VSC 
converter will be required in any microgrid in island mode, 
and the following primary frequency and voltage control 
laws (i.e., droops) are usually proposed for each GFo-VSCi:

ì
í
î

ïïDfi =-KpiDPi

DVi =-KqiDQi

(44)

where fi is the output frequency; Vi is the output voltage; Pi 
and Qi are the active and reactive power, respectively; DPi 
and DQi are the differences between the set-point values and 
actual values measured at the GFo-VSC output; and Kpi and 
Kqi are the frequency- and voltage-droop gains, respectively.

Droop equations imitate, artificially, the behaviour of a tra‐
ditional synchronous generator: when a generator’s P load 
increases/decreases, the output frequency (generator’s speed) 
decreases/increases; and, similarly, when the generator’s Q 
load increases/decreases, the generator terminal voltage de‐
creases/increases. In addition, droops in (44) rely on the fact 
that typical electrical grids and loads show a positive sensi‐
tivity in P and Q consumed with respect to frequency and 
voltage, respectively (DP/Df > 0, DQ/DV > 0); and therefore, 
(44) close control loops with negative feedback.

When GFo-VSCs are connected in parallel, droop gains 
Kpi and Kqi are usually selected by balancing VSC apparent 
power S ratings [26], in such a way that the VSC with the 
highest rating will be the one providing more power initially, 
towards a new equilibrium situation. Therefore,

ì
í
î

ïïKpiSi =Kpi + 1Si + 1

KqiSi =Kqi + 1Si + 1

(45)

The noise in P and Q measurements can be filtered by ap‐
plying first-order low-pass filters to the right-hand side 
of (44):

τ fi
dDfi

dt
=-KpiDPi -Dfi (46)

τVi
dDVi

dt
=-KqiDQi -DVi (47)

PI 
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+

�
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±
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±
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±
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±
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±
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±
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Fig. 4.　V/f control of GFo-VSC.
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where τ fi and τVi are the time constants. A DPi-filter can al‐
so be seen as the addition of a virtual inertia to VSC i. In 
fact, [27] shows that if (46) is written in p.u., Kpi = 1/Di, and 
τ fi = 2Hi /Di, where Di is the so-call damping coefficient of a 
converter i; and Hi is its virtual inertia in seconds. The actu‐
al damping of the resulting “swing equation” of a converter 

i connected to a reference bus is proportional to Di Hi , 

and its natural frequency is proportional to 1 Hi .

C. Converter Angle Reference

One of the GFo-VSCs in the microgrid must be chosen to 
be the common reference for the “rotor angles” of all simu‐
lated generators. If the microgrid is stable, the system fre‐
quency will eventually reach a steady state value, and all 
state variables will be constant values in the new equilibri‐
um point. If ω0 is the output frequency of the reference con‐
verter, and ωi is the output frequency of converter i, the rela‐
tive “speed” of the latter with respect to the former can be 
written as follows:

dδi

dt
=ωi -ω0 (48)

After a transient, the final frequency value will often not 
be equal to the base frequency till the secondary control lev‐
el corrects the issue.

IV. CASE STUDIES

A. Case Study 1: The Simplest System

First of all, the system in Fig. 5 has been analysed under 
balanced load and unbalanced load conditions using the 
transformation in (5) (with T̂(t)). It consists of: two GFo con‐
verters, i.e., VSC 1 and VSC 2, connected to Buses 1 and 2, 
respectively, through two transformers (Ldg12 Rdg12 ); a pow‐
er line represented by (Lline RLine ) between Buses 1 and 2; 
and two linear loads (R12 L12 ) connected to Buses 1 and 2 
(differences will be explained for balanced and unbalanced 
cases). In addition, two very small capacitors (Cd ) have 
been connected to Buses 1 and 2, to include the bus voltag‐
es as state variables. These capacitors should have no influ‐
ence on the system dynamics, unless the line becomes very 
long. System parameters, base magnitudes, and controller (in‐
cluding droops) parameters are in Table IV. Note that Sbase =
35 kVA, Vbase = 400 V, Zbase =V 2

base /Sbase, fbase = 50 Hz, Vbase =
Zbase Ibase, and pf is the load power factor. Controllers and 
droops have been described in Section III-A and III-B, re‐
spectively.

GFo-VSC-1 has been assigned as the angle reference; 
therefore, its equivalent “rotor angle” is always zero. Under 
these circumstances, for simplicity, one can assume that the 
power delivered by GFo-VSC-2 is proportional to its rotor 
angle, i.e., P2 »K2δ2, and the second-order differential equa‐
tion that relates the power reference and the “rotor angle” 
has a natural frequency and a damping coefficient, as men‐
tioned in Section III-B. Changing only the value of inertia 
Hi will alter both the bandwidth of the droop filter and the 
expected damping of the equivalent swing equation. A con‐
stant damping coefficient can be obtained if Hi and Di are 
changed simultaneously, but the steady state frequency devia‐
tion will be affected.

Modal analysis considering all state variables in the sys‐
tem has been carried out with varying Kpi or τ fi in two ways: 
① independently; and ② by trying to maintain a constant 
damping coefficient of the equivalent swing equation. Re‐
sults of the modal analysis will be compared with those us‐
ing the impedance-based approach to study stability. Only 
the case of single-phase loads (connecting phase a to 
ground) in Buses 1 and 2 will be reported for the unbal‐
anced case.
1)　Under Balanced Load

The system in Fig. 5 has balanced three-phase star-con‐
nected loads with the neutral connected to ground, although 
in this case the neutral current is always zero. It corresponds 
to a 35th-order system using conventional Park’s transforma‐

TABLE IV
PARAMETERS IN CASE STUDY 1

Com‐
ponent

DG 1

Trans‐
former 
(PT) 1

Bus 1

Line

Variable

S1

V1n

K11

Ti11

b11

K21

Ti21

b21

Rf1

Lf1

Cf1

τf1

τV1

St1

Vn1

Zdg1

X/R

Cd1Cd2

Dis‐
tance

Rline

Lline

ρline =
XL /R

Value

1 p.u.

1 p.u.

11.79 p.u.

2.817×10-4 p.u.

0.8905 p.u.

0.7314 p.u.

7.88125×10-4 p.u.

0.80 p.u.

0.0219 p.u.

0.1031 p.u.

0.0287 p.u.

31.8 ms

31.8 ms

0.5714 p.u.

1 p.u.

0.07 p.u.

0.5 p.u.

1.436×10-9 p.u.

140 m

0.0252 p.u.

0.0026 p.u.

0.103 p.u.

Com‐
ponent

DG 2

PT 2

Bus 2

Load 1

Load 2

Variable

S2

V2n

K12

Ti12

b12

K22

Ti22

b22

Rf2

Lf2

Cf2

τf2

τV2

St2

Vn2

Zdg2

X/R

Cd1Cd2

Sl1

pf1

Sl2

pf2

Value

0.7143 p.u.

1 p.u.

5.8844 p.u.

5.604×10-4 p.u.

0.8922 p.u.

0.3657 p.u.

1.6×10-3 p.u.

0.80 p.u.

0.0219 p.u.

0.1031 p.u.

0.0287 p.u.

31.8 ms

31.8 ms

0.5714 p.u.

1 p.u.

0.07 p.u.

0.5 p.u.

1.436×10-9 p.u.

0.5143 p.u.

0.85 p.u.

0.3429 p.u.

0.85 p.u.

Bus 1

PoC
VSC 1

LC filter

VSC 2

LC filter

+�
Vdc

Ldg1 Rdg1
Lline Rline

Bus 2

Ldg2 Rdg2

+�
Vdc

R
2

L
2

Cd

R
1

L
1

Cd

Fig. 5.　Case study 1: single-line diagram where each VSC includes its LC 
filter.
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tion (3) under balanced conditions. Variable names are asso‐
ciated to numbers in Table V. Once linearised, the system 
has 35 distinct eigenvalues (modes).

The participation factors of those eigenvalues in the sys‐
tem state variables is described in Fig. 6. The state variable 
indices on the y-axis correspond to the variable numbers in 
Table V (balanced load). The eigenvalue (mode) index corre‐
sponds to a list ordered from the slowest one to the fastest 
one, considering the eigenvalue real parts. A coloured point 
has been added when one of the 35 eigenvalues in the x-axis 
has a relevant participation in one of the 35 state variables 
in the y-axis. The coloured column in the figure quantifies 
the participation factor from 0 (no participation) in dark 
blue, to 1 (maximum) in red. For example, modes {12} par‐
ticipate in state variables {112325}, which correspond to 
the frequency-droop filters of VSC 1 and VSC 2, and the an‐
gle dynamics of VSC 2, respectively (see Table V).

The modal analysis in Fig. 6 can be further validated by 
comparing the free responses of the linearised system from 
its initial conditions applying (30) and (31), with the corre‐
sponding perturbation responses of the original non-linear 
system. For example, the angle and the d-axis component of 

the LC capacitor voltage for VSC 2, have been compared 
for the linearised and non-linear systems, with a small pertur‐
bation in the angle of VSC 2 at t = 2 s, as shown in Figs. 7 
and 8. Notice that the initial time and the equilibrium-point 
value of the non-linear responses have been subtracted in or‐
der to be better compared with the linear free responses.

When the converter frequency-droop gains Kpi increase, 
the eigenvalues of the linearised system move as shown in 
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Fig. 6.　Participation factors for D1 = 54.94 and H1 = 0.87 s (droop constants 
in Table IV). 
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TABLE V
ELEMENTS, AND VARIABLE NAMES AND NUMBERS

Type

With bal‐
anced load

With unbal‐
anced load

Element

Load 1

Load 2

Line

Bus capacitor

f-droop

V-droop

Angle

PT

LC

LC

PI

PI

1-phase load 1

1-phase load 2

Line

Bus capacitor 

f-droop

V-droop

Angle

PT

LC

LC

PI

PI

PI

PI

PI

PI

Variable

idq

idq

idq

vdq

idq

vdq

idq

idq

vdq

i+dq

i+dq

i±dq0

v±dq0

i±dq0

v±dq0

i±dq0

i±o
i-dq

i+dq

v±o
v-dq

v+dq

Number

1, 2

3, 4

5, 6

7, 10

VSC 1: 11, VSC 2: 23

VSC 1: 12, VSC 2: 24

VSC 2: 25

VSC 1: 13, 14, VSC 2: 26, 27

VSC 1: 15, 16, VSC 2: 28, 29

VSC 1: 17, 18, VSC 2: 30, 31

VSC 1: 19, 20, VSC 2: 32, 33

VSC 1: 21, 22, VSC 2: 34, 35

1-2

3-4

17-22

5-16

VSC 1: 23, VSC 2: 55

VSC 1: 24, VSC 2: 56

VSC 2: 57

VSC 1: 25-30, VSC 2: 58-63

VSC 1: 31-36, VSC 2: 64-69

VSC 1: 49-54, VSC 2: 82-87

VSC 1: 37, 38, VSC 2: 70, 71

VSC 1: 41, 42, VSC 2: 74, 75

VSC 1: 45, 46, VSC 2: 78, 79

VSC 1: 39, 40, VSC 2: 72, 73

VSC 1: 43, 44, VSC 2: 76, 77

VSC 1: 47, 48, VSC 2: 80, 81
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Fig. 9 (see colour bar for gain variations). Moduli of eigen‐
values w = || λi  are in the x-axis with a logarithmic scale, so 

that large and small eigenvalues can be represented together. 
Damping coefficients of eigenvalues (ζ = -Re(λi )  || λi ) are 

in the y-axis with a linear scale. The numbers within the 
graph refer to the position of the eigenvalue in the x-axis of 
Fig. 6.

For example, λ8-λ11 and λ20-λ23 have very large moduli and 
participate in the state variables related to the bus capacitors 
(variables 7-10), transformer 1 (variables 13, 14), transform‐
er 2 (variables 26, 27), and the line (variables 5, 6). Figure 9 
also shows that if parameters Kpi increase, the moduli of 
complex conjugated λ1 and λ2 grow, while their damping co‐
efficients deteriorate, reaching instability when droop gains 
are Kp1 = 0.2037 and Kp2 = 0.2855. Those eigenvalues partici‐
pate in the state variables of the frequency-droop filters and 
the angle dynamics of GFo-VSC-2 (variables 11, 23, and 
25). No other eigenvalue moves significantly.

Figure 10 shows how eigenvalues move when the time 
constants of the frequency-droop filters τ fi are increased. All 
eigenvalues which participate in droop filter variables reduce 
their moduli, and damping coefficients of numbers 1 and 2 
deteriorate. In order to maintain a constant damping coeffi‐
cient in the equivalent swing equation, parameters Hi and Di 
of the frequency droops will have to be changed simultane‐
ously, as shown in Fig. 11.

The stability of the system in Fig. 5 has also been exam‐
ined by applying the impedance-based procedure using the 
open-loop transfer function L(s) in (37). In balanced systems, 
the loci of the two eigenvalues of the transfer function L(s) 
must be considered. However, a clearer picture is obtained 
by a single graph with the locus of the determinant of [I +
L(s)] and its encirclements of the origin (00) as s goes clock‐
wise around the right-hand side of the complex plane. Since 
there is no unstable poles of L(s), the locus of the determi‐
nant will produce clockwise encirclements of the origin (00) 
when the system becomes unstable [28]. This situation is 
reached for droop gains Kp1 > 0.2037 and Kp2 > 0.2855, and 
the limit case (already unstable) is shown in Fig. 12, where 

the locus steps on (00). The locus goes through 1 2  8, 
as s goes clockwise around the righ-hand side complex 
plane.

2)　Under Unbalanced Load
The system in Fig. 5 has also been analysed with single-

phase loads connecting phase a to ground (as defined in Ta‐
ble IV) in Buses 1 and 2. Now, the system using the pro‐
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posed transformation described in Section II has 87 state 
variables and 87 distinct modes (once linearised). The partici‐
pation of those eigenvalues in the system state variables is 
described in Fig. 13 following the strategy of Fig. 6. The 
variable indices on the y-axis are related with the system ele‐
ments as indicated in Table V. In Fig. 13, the indices on the 
y-axis correspond to the variable number in Table V (unbal‐
anced load). The eigenvalue (mode) index corresponds to a 
list ordered from the slowest one to the fastest one, consider‐
ing the eigenvalue real parts.

First of all, the frequency-droop gains have been increased 
and the system modes’ loci are shown in Fig. 14. Clearly, 
the damping factors of modes 1-2 deteriorate (they partici‐
pate in the state variables of the frequency-droop filters and 
the angle of GFo-VSC-2), becoming unstable for Kp1 = 0.228 
and Kp2 = 0.321.

Secondly, the time constants of the frequency-droop filters 
τ fi are increased, while droop gains are maintained constant. 
All eigenvalues which participate in droop filter variables re‐
duce their moduli, and the damping coefficients of eigenval‐
ues 1 and 2 deteriorate. The loci of the system modes in this 
case have been drawn in Fig. 15. A constant damping coeffi‐

cient in the equivalent swing equation can be maintained if 
parameters H and D of the frequency droops are changed si‐
multaneously.

In the unbalanced case, the impedance-based approach to 
study stability must handle 6 ´ 6 impedance matrices like the 
one in (28). As in the balanced case, the system will be un‐
stable when det[I + L(s)] produces clockwise encirclements of 
the origin as s goes clockwise around the right-hand side 
complex plane [28] (i.e., Kp1 > 0.228 and Kp2 > 0.321) and the 
limit case (already unstable) is shown in Fig. 16. The locus 
goes through 1, 2, , 8 as s goes clockwise around the right-
hand side complex plane.

Finally, if the internal PI controllers for the negative se‐
quence of GFo-VSC-2 defined in (43) are gradually re‐
moved, the system modes change as shown in Fig. 17. As 
gains K12 (inner current control) and K22 (outer voltage con‐
trol) are reduced, the damping coefficients of the following 
set of modes deteriorate:

1) Modes {2389} participate in state variables {7677}, 
{7475} and {8586}, which are related with the negative se‐
quence for: the PI voltage control, the PI current control, 
and the currents of the LC filter in GFo-VSC-2, respectively.

2) Modes {545557} participate in state variables 
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{6768}, {8586}, {6162}, and {2829}, which are related with 
the negative sequence for the output voltage of the LC filter 
in GFo-VSC-2, the currents of the LC filter in GFo-VSC-2, 
and the currents of transformers 2 and 1, respectively.

Similar results have been obtained when removing the in‐
ternal PI controllers corresponding to the zero sequence in 
GFo-VSC-2, showing an insignificant coupling between con‐
trollers of the positive, negative, and zero sequences.

B. Case Study 2: Complete LV CIGRE Microgrid

The complete low-voltage (LV) CIGRE unbalanced AC 
microgrid [15] in Fig. 18 has also been analysed. It consists 
of five GFo-VSCs connected to their buses through trans‐
formers (with impedances Zdg as those in Section IV-A), ten 
balanced LV power lines (basic line impedances Zline as the 
one in Section IV-A), and five linear unbalanced loads con‐
nected to their corresponding buses. In addition, eleven very 
small three-phase balanced capacitors Cd have been connect‐
ed to the grid buses to include the bus voltages as state vari‐
ables. These capacitors should have no influence on the sys‐
tem dynamics. All parameters are presented in Table IV.

GFo-VSC-1 is chosen to be the angle reference for all oth‐
er converters and has the configuration of VSC 1 in Table 
IV while all other VSCs have identical configuration as VSC 
2 in that table. The unbalanced loads are described in Table 
VI. They are three-phase star-connected loads with the neu‐
tral point connected to ground.

The complete CIGRE unbalanced microgrid is a 316th-or‐
der system, which, once linearized, has 316 distinct eigenval‐
ues (modes) that participate in the system state variables. 
Two scenarios have been analysed: ① the case of removing 
the transformer at VSC 2; and ② the case when frequency-
droop gains Kpi are increased.
1)　Removing Transformer at VSC 2

The system modes’ loci is shown in Fig. 19 when the im‐
pedance Zdg2 of transformer at VSC 2 is reduced gradually 
(maintaining the ratio X/R). The damping coefficients of a 
set of modes deteriorate:

1) Modes {12} participate in state variables {187}, {185}, 
{284}, and {286}, which are related with the angle of VSC 2, 
the frequency-droop filter of VSC 2, the frequency-droop fil‐
ter of VSC 5, and the angle of VSC 5, respectively.

2) Modes {151620} participate in state variables 
{200201211}, which are related with the PI controllers 
of positive, negative, and zero sequences of voltages and cur‐
rents in VSC2; in state variables {287288292}, which 
are related to the current at the transformer of VSC 5; and 
in state variables {307308310}, which are related with 
positive current and voltage PI control of VSC 5.

3) Modes {299300310} participate in state variables 
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TABLE VI
LOAD PARAMETERS IN CASE STUDY 2 (BASE VALUES AS IN TABLE IV)
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{212212217} and {194195199}, which are related 
with the current and voltage of the LCL filter in VSC 2, re‐
spectively.

Last findings indicate that transformers help to maintain a 
better damping in the modes, and special care should be tak‐
en for possible interactions between nearby VSCs in the mi‐
crogrid.
2)　Increasing Frequency-droop Gains

The loci of eigenvalues of CIGRE microgrid when fre‐
quency-droop gains are increased are shown in Fig. 20. This 
time, when those gains are increased, the damping coeffi‐
cients of modes {128} deteriorate and nearby VSCs ex‐
hibit interactions:

1) Modes {12} participate in state variables {185}, {187}, 
{284}, and {286}, which are related with the frequency-droop 
filter of VSC 2, the angle of VSC 2, the frequency-droop fil‐
ter of VSC 5, and the angle of VSC 5, respectively.

2) Modes {34} participate in state variables {153}, {251}, 
and {253}, which are related with the frequency-droop filter 
of VSC 1, the frequency-droop filter of VSC 4, and the an‐
gle of VSC 4, respectively.

3) Modes {56} participate in state variables {153}, {185}, 
{187}, {284}, and {286}, which are related with the frequency-
droop filter of VSC 1, the frequency-droop filter of VSC 2, 
the angle of VSC 2, the frequency-droop filter of VSC 5, 
and the angle of VSC 5, respectively.

4) Modes {78} participate in state variables {218} and 
{220}, which are related with the frequency-droop filter of 
VSC 3 and the angle of VSC 3, respectively.

The slow dynamics caused by the frequency droops, show 
interaction among all five VSCs. However, a stronger inter‐
action is revealed between VSC 2 and VSC 5, and between 
VSC 1 and VSC 4, due to the low line impedance between 
them, as shown in Fig. 18.

V. CONCLUSION

The proposed transformation from a three-phase system to 
a {dq0±} model provides a reliable tool for stability analysis 
in LVAC microgrids under unbalanced conditions. Naturally, 

modal analysis and the impedance-based method reveal the 
same final conclusions when analysing the stability of a sim‐
ple case, because they are both based on a small-signal lin‐
ear approximation of the system. The former requires a de‐
tailed model of every single element of the system, while 
the latter could be applied with a simpler equivalent model 
which can be derived experimentally at the PoC. However, 
the former gives a richer insight into the system behaviour 
than the latter.

The paper has shown how the parameters of the filter 
used to measure active power in a typical frequency droop 
would affect the stability of a simple microgrid based on 
GFo-VSCs and how these parameters are clearly related to 
the damping D and the inertia H of the so-called “virtual in‐
ertia” provided by GFo-VSCs. The paper has also illustrated 
how these two parameters must be changed together in order 
to maintain an approximately constant damping coefficient 
in the equivalent “swing equation” of the system. Although 
this equation is only an approximation, the detailed modal 
analysis of the system reveals that, with the proposed strate‐
gy, the damping coefficients of those modes remain almost 
constant with a strong participation in the frequency-droop 
state variables and in the VSC angle. The modal analysis ap‐
plied to an unbalanced system has unveiled the importance 
of the dynamics in the {dq-} and {0±} components, which 
have to be closed-loop controlled in order to improve the 
system stability.

Finally, the analysis conducted in the complete CIGRE mi‐
crogrid indicates that the transformers used to connect GFo 
converters provide galvanic isolation and a better damping 
response in the overall dynamics of the system. Due to the 
high number of modes in the complete microgrid, an ade‐
quate model reduction technique should be considered to fo‐
cus on the most relevant modes.
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