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Abstract——In this paper, the synchronization stability challeng‐
es of same-rated frequency interconnected microgrids (IMGs) 
with fully inverter-based generation units are studied. In this 
type of weak power grid with low X/R ratios and low line im‐
pedances, no strong source with a high-inertia rating exists with 
which other generation units can be synchronized. Two IMGs 
controlled using a pinning consensus-based control architecture 
are considered. The inrush power flow at the beginning of the 
interconnection process is modeled and analyzed. This power 
flow is affected by the voltage/phase/frequency difference of the 
IMG points of common coupling. A small-signal model of the 
IMGs is obtained that includes a synchronization control unit, 
and small-signal stability is analyzed based on sensitivity analy‐
sis of the most important control and operational parameters. 
In addition, the transient stability of a nonlinear model of the 
IMGs under study as implemented in SimPowerSystems/MAT‐
LAB is investigated. Stable synchronization is more challenging 
than the synchronization of multi-area strong power grids and 
grid-connected MGs. However, synchronization can still be per‐
formed by selecting more limited ranges for the control gains 
and threshold values of the synchronization algorithm. Never‐
theless, different disturbances such as high load conditions can 
cause synchronization instability.

Index Terms——Inrush power, interconnected microgrid, syn‐
chronization, small-signal stability, transient stability.

I. INTRODUCTION 

MICROGRIDS (MGs) consist of a set of distributed en‐
ergy resources (DERs) and consumers. MGs can be 

operated in islanded, grid-connected, and interconnected 
modes using appropriate control architectures. Interconnected 
MGs (IMGs) provide a more flexible, reliable, sustainable, 
and resilient operational mode [1], [2]. AC IMGs can be op‐
erated synchronously at the same frequency or asynchronous‐
ly at different frequencies. The first is performed using cir‐

cuit breakers (CBs) [3]-[7] or static switches [8], and the sec‐
ond is conducted using back-to-back converters [9] - [11] as 
interconnection devices. Although synchronization is not a 
challenge in asynchronous IMGs because of the DC links be‐
tween them, it remains a critical issue in synchronous IMGs. 
In particular, in IMGs with fully inverter-based DERs, no 
strong and high-inertia grid-forming DER or MG exists to 
provide a stiff grid with which other DERs can be synchro‐
nized. This is in contrast to conventional power systems.

Synchronization is defined as a process that minimizes dif‐
ferences in voltage magnitude, phase angle, and frequency 
between a voltage source or a current source and an active 
grid [12]. Power plants, DERs, and MGs can be examples of 
voltage and current sources. Several synchronization meth‐
ods are currently used, including passive, active, open transi‐
tion, and measurement-free strategies [12], [13]. The syn‐
chronization process can be categorized into two types ac‐
cording to grid-feeding and grid-forming DERs, that is the 
synchronization of current and voltage sources, respectively. 
Grid-feeding DERs as current sources generally synchronize 
with the grid using phase-locked loops [12], [14], whereas a 
more complete synchronization control unit is required for 
grid-forming DERs and the islanded MGs as voltage sources 
to minimize voltage, phase angle, and frequency differences 
prior to connect to the power grid [15]. The latter derives 
from existing individual voltage and frequency controllers in 
both sides of synchronization.

On the other hand, the synchronization challenges are dif‐
ferent for large grid-forming power plants connected to high-
voltage stiff power systems [16] as well as for grid-forming 
DERs and MGs connected to low- or medium-voltage stiff 
grids [13], [15] and for weak MGs interconnected without 
existing stiff grids [17]. In the first case, the grid is consider‐
ably stiff because of the presence of many high-rated power 
rotational power plants and because of a high-X/R ratio and 
low line impedances. Therefore, a reliable and resilient refer‐
ence exists for the synchronization of grid-connected genera‐
tion units. In the second case, although the distribution grid 
is not stiff, its power rating is much higher than the nominal 
power of the DERs and MGs at the point of common cou‐
pling (PCC). Thus, it can still be considered an infinite bus 
with which a DER/MG can be synchronized. In the third 
case, not only does no high-rated high-X/R grid exist, but al‐
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so most of the DERs in the MGs are non-rotary converter-
based. In this case, synchronization stability is very challeng‐
ing.

In single MGs under a strong grid, synchronization con‐
trol is presented for seamless transition from islanded to grid-
connected mode [18]-[25], where a strong grid should be an 
ideal voltage source (infinite bus). In [19], [21], and [24], 
small-signal stability is analyzed but synchronization-related 
parameters are not considered. Robust and model predictive 
controllers are employed to improve the seamless transition 
[25]. The synchronization process is developed for multi-bus 
MGs using a leader-follower control strategy [24] and multi-
master and multi-slave MGs [26]. The synchronization con‐
troller gains are optimized to decrease the inrush current 
[20], where the threshold values of the voltage, phase, and 
frequency differences of the MG PCCs and the power grid 
are considered to be 3%, 1° , and 0.05 Hz, respectively. To 
synchronize the DERs and MGs for a rated capacity of less 
than 500 kVA to the utility grid, IEEE Standard 1547-2003 
recommends synchronization criteria for voltage, phase, and 
frequency differences of ±10%, 20°, and 0.3 Hz, respective‐
ly [27].

In IMG research, [28] focuses on the transition mode of 
forming IMGs and presents the logic control required for 
synchronization and interconnection by static switches. In ad‐
dition, a transient stability criterion is proposed as the time 
required for successful synchronization for different frequen‐
cy and phase differences on IMG PCCs. Seamless transition 
of IMGs is discussed in [29]. Furthermore, a fuzzy-based 
droop controller [30] and an adaptive control scheme [17] 
are used to enhance the transient response.

This paper performs a stability analysis of the synchroniza‐
tion of weak IMGs with fully inverter-based DERs. Both 
small-signal and transient analyses are conducted, as these 
have not been previously addressed [17], [28]-[30]. The con‐
tributions of this paper are described as follows.

The inrush power at the beginning of the MG interconnec‐
tion is modeled and analyzed while considering the specifica‐
tions of weak IMGs. The most effective parameters for the 
inrush power are studied, and the transition from inrush pow‐
er to scheduled power is discussed.

A small-signal model of the synchronization control unit 
adopted from [19], [20], and [24] is proposed, and small-sig‐
nal stability of IMGs, with a focus on the parameters affect‐
ing the synchronization process (i. e., synchronization and 
secondary controller parameters), is assessed.

The transient stability of IMG synchronization is analyzed 
by using time-domain simulations and considering the syn‐
chronization constraint thresholds and effects of disturbance 
length to investigate the challenges inherent in a complete 
synchronization process.

The remainder of this paper is organized as follows. The 
analysis of inrush power between IMGs is discussed in Sec‐
tion II. Section III reviews the control requirements of syn‐
chronous MGs. Small-signal modeling and stability analysis 
are presented in Section IV. Transient stability is assessed in 
Section V. Section VI concludes the paper. Note that the da‐
ta source files considered in Sections II and IV are available 
in [31].

II. ANALYSIS OF INRUSH POWER BETWEEN IMGS 

Figure 1(a) illustrates the MG connections through CBs 
and interlinking lines. They are synchronous because they 
operate at the same frequency after the CBs are closed and 
synchronization transients are completed. A typical structure 
of MGs is investigated in this paper, which is shown in Fig. 
1(b) for the nth MG, where em is the voltage reference of the 
voltage source inverter (VSI). Each DERm can generate pow‐
er up to its rated power. After the voltage vom and current ilm 
are filtered using an inductor-capacitor (LC) filter with in‐
ductance Lfm, resistance Rfm, and capacitance Cfm, the power 
flows via a coupling line with inductance Llim and resistance 
Rlim to the MG PCC, denoted by the voltage vpccn. Both lo‐
cal and remote loads can be supplied. They are considered 
as lumped loads at the PCC, i.e., the resistance Rn

lo in series 
with inductance Ln

lo. Interconnections are established among 
the MGs at the PCCs. MGs can be operated either indepen‐
dently or in an interconnected manner using the coordination 
control to share power. Note that in Fig. 1, i12

IL is the current 
of interlinking line between MG1 and MG2, and ins

IL is the cur‐
rent of interlinking line between MGn and MGs. 

A. Modeling of Inrush Power

Figure 2 shows simple schematic of two synchronous 
MGs with a focus on PCCs of MG1 and MG2 and interlink‐
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Fig. 1.　Synchronous IMGs. (a) MG connections through CBs and interlink‐
ing lines. (b) MG power parts, including VSIs, LC filters, coupling lines, 
and loads.
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ing line between them. No synchronization process exists for 
observing the true effect of the voltage magnitude/phase/fre‐
quency difference on the inrush power at the interconnection 
instance. This is also crucial at the beginning of the synchro‐
nization process, as pre-synchronization may result in nonze‐
ro differences. Therefore, the inrush power at the beginning 
of synchronization, i. e., interconnection instance, is strongly 
influenced by the voltage magnitude/phase/frequency differ‐
ence. However, after a brief period, the differences are limit‐
ed to zero because of synchronization control efforts. In the 
steady state, the synchronization control loop is open and 
the power exchange between the MGs is fully controlled by 
the secondary controllers of the leader DER that share IMG 
loads.

Considering the single-phase equivalent circuit of the inter‐
connection shown in Fig. 2 when using Kirchhoff voltage 
law, we can obtain:

RILi12 (t)+ LIL

di12 (t)
dt

= vpcc1 (t)- vpcc2 (t) (1)

where RIL and LIL are the resistance and inductance of the in‐
terlinking line, respectively; and i12 (t) is the single-phase cur‐
rent from MG1 to MG2. Assuming sinusoidal voltages as 
vpcc1 (t)= Vp1 sin(ω1t + ϕpcc1 ) and vpcc2 (t)= Vp2 sin(ω2t + ϕpcc2 ) 
and considering their corresponding solutions as i12pr1 (t)=
Ipr1 sin(ω1t + θ1 ) and i12pr2 (t)= Ipr2 sin(ω2t + θ2 ), we can solve 
(1) and find the complete solution as:

i12 (t)= (Ipr2 sin(θ2 )- Ipr1 sin(θ1 ))e-(R/L)t + i12pr1 (t)- i12pr2 (t) (2)

where Ipr1, Ipr2, θ1, and θ2 are obtained using the superposi‐
tion principle and by replacing i12pr1 (t) and i12pr2 (t) in (1), re‐
spectively, with:
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θ2 = ϕ2 - tan-1( )ω2 LIL
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(4)

The current shown in (1) is true only at the beginning of 
the CB closing, which is called the inrush current. This de‐
rives from the fact that, in real situations, the controllers 
change the PCC voltages after passing their time constants. 
The exchanged current then changes. Nevertheless, the con‐
troller effects are not modeled in this paper. According to 
the exponential form of current in (2), no extremum point 
exists, and thus the maximum current value equals the 
steady-state amount and is expressed as:

Iinrush = |i12pr1 (t)- i12pr2 (t)
t⩾4LIL /RIL

(5)

Finally, by generalizing the voltage and current in a bal‐
anced three-phase form, we can obtain the active and reac‐
tive inrush power at the PCC1, respectively, as:

Pinrush = vp1a (t)i12a (t)+ vp1b (t)i12b (t)+ vp1c (t)i12c (t) (6)

Qinrush =
1

3
[(vp1b (t)- vp1c (t))i12a (t)+ (vp1c (t)-

vp1a (t))i12b (t)+ (vp1a (t)- vp1b (t))i12c (t)] (7)

B. Effects of PCC Voltage Magnitude, Phase, and Frequen‐
cy Differences on Inrush Power

Figure 3 shows the inrush power values derived from 
PCC voltage magnitude, phase, and frequency of the PCCs 
change in probable ranges. Scenario 1 (Fig. 3(a) and (b)) 
and scenario 2 (Fig. 3(c) and (d)) are considered, where the 
influencing variables are listed in Table I. In both scenarios, 
the line resistance and inductance are RIL = 1.6 Ω and 
LIL = 1.9 mH, respectively. In addition, the time following 
the interconnection is selected as t = 0.15 s. Studies that ad‐
dress inrush power are considered for stable and uninterrupt‐
ible operations of IMGs. Therefore, the time value is chosen 
as a mean value for the detection and operation of CBs in 
low-voltage power systems.

As Fig. 3(a) shows, the active inrush power increases 
when vpcc1 and f1 increase. However, changing the frequency 
is more effective for the inrush power value. In addition, a 

TABLE I
VALUES OF INFLUENCING VARIABLES IN INRUSH POWER
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Fig. 3.　 Inrush power values derived from PCC voltage magnitude, phase, 
and frequency changes. (a) Active power for 49 Hz ⩽ f1⩽ 51 Hz and 280 V⩽ 
Vpcc1 ⩽ 330 V. (b) Reactive power for 49 Hz ⩽ f1 ⩽ 51 Hz and 280 V ⩽ Vpcc1⩽ 
330 V. (c) Active power for -20° ⩽ ϕpcc2 ⩽ 20° and 280 V⩽Vpcc2⩽ 330 V. (d) 
Reactive power for -20° ⩽ ϕpcc2 ⩽20° and 280 V ⩽ Vpcc2 ⩽ 330 V.
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Fig. 2.　Simple schematic of two synchronous MGs with a focus on PCCs 
of MG1 and MG2 and interlinking line between them.
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minimum point exists with respect to f1 = 50 Hz. The reac‐
tive inrush power exhibits inverse behavior as f1 changes, as 
shown in Fig. 3(b). A symmetry can be observed with chang‐
es to f1, where Qinrush decreases when f1 increases. In scenar‐
io 2, decreasing vpcc2 and increasing ϕpcc2 cause an increase 
in Pinrush, as shown in Fig. 3(c). Qinrush also increases consid‐
erably with an increase in ϕpcc2, as shown in Fig. 3(d). In 
fact, for Dϕpcc > 0, the reactive inrush power flows from 
PCC2 to PCC1, and vice versa. In general, the effectiveness 
of the inrush power value derives from the frequency, phase, 
and voltage magnitude differences, respectively. Unlike in 
conventional power systems, autonomous IMGs are weak 
grids, so that there is not a stiff or robust frequency with 
which other MGs can be synchronized. Therefore, in a syn‐
chronization process, each MG suffers from a weak and inse‐
cure frequency, where the frequency may vary highly at ap‐
proximately the nominal value due to disturbances, e.g., sud‐
den load changes. In addition, PCCs may be far from VSI-
based DERs to experience large voltage sags and phase shift‐
ing, leading to different PCC voltage magnitudes and phases.

C. Effects of X/R Ratio and Impedance Value on Inrush 
Power

Figure 4 shows the inrush power values for different X/R 
ratios of [0.15]. Three frequency difference values are con‐
sidered, namely, Df = -0.1 Hz, Df = 0, and Df = 0.1 Hz. How‐
ever, the voltage magnitude and phase differences are con‐
stant at DVpcc = 5 V and Dϕpcc = 5°, respectively. Figure 4(a) 
and (b) shows that both Pinrush and Qinrush increase with an in‐
crease in the X/R ratio. Yet, for Df = -0.1 Hz, varying Pinrush 
is negligible. This is due to the inverse effect of this Df with 
respect to DVpcc and Dϕpcc. Qinrush also shows the most mini‐
mal variations at Df = -0.1 Hz. Another critical fact is the in‐
verse directions of Pinrush and Qinrush for situations under the 
same signs of Df, DVpcc, and Dϕpcc. Finally, for IMGs, which 
are generally implemented in X/R < 2, Pinrush has the lowest 
values, whereas Qinrush has the highest values.

According to typical line data for low- , medium- , and 
high-voltage power lines [29], decreasing impedance values 
by increasing the X/R ratio is essential. Accordingly, the line 
impedance is reduced from 0.85 Ω to 0.25 Ω when the X/R 
ratio increases from 0.1 to 5, i.e., from a low- to a high-volt‐

age line. Figure 5 shows inrush power values for simultane‐
ous changes. Most results presented for the constant-imped‐
ance scenario are valid under a variable-impedance scenario. 
However, the rate of power change is higher than that under 
a constant-impedance scenario because of a decrease in im‐
pedance as the X/R ratio increases.

Figure 6 shows the inrush power values for different im‐
pedance values of [0.12.6] Ω for the interlinking line. Figure 
6(a) and (b) shows that the absolute values of Pinrush and 
Qinrush decrease when the interlinking line impedance increas‐
es. Consequently, a virtual impedance can be added at the in‐
terconnection instance to limit the inrush power.

III. CONTROL REQUIREMENTS OF SYNCHRONOUS MGS 

A. Basic Control Structure

Figure 7 shows the basic control of IMGs, including in‐
ner, primary, and secondary controller loops and communica‐
tion, where the leader and follower DER control loops are 
separately represented. The inner and primary control units 
are similar for both DER types. Figure 8 shows the details 
of the inner control loops of each DER, which consist of a 
proportional-integral voltage controller with Kpv and Kiv 
gains, proportional-integral current controller with Kpi and 
Kii gains, and a virtual inductance Lvi loop. The inner volt‐
age and current controllers regulate the voltage vm

od, vm
oq and 

current im
ld, i

m
lq, respectively, and provide the pulse width mod‐
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ulation (PWM) unit with the inverter voltage reference em to 
function as a VSI. The primary control unit consists of ω - P 
and v - Q droop characteristics with k P

m and k Q
m  gains, where 

the DER frequency and voltage amplitude references, i. e., 
ωm and vdref

m  are provided to stabilize the frequency and volt‐

age and to share active and reactive power. The virtual in‐
ductance loop is used to improve the performances of the ω -
P and v - Q droop characteristics in MGs with low X/R ratios 
of coupling lines.

A pinning consensus-based secondary control is selected, 
in which the control architecture is different for leader and 
follower DERs [5], [6], [32] - [36]. Two cyber networks are 
used, namely, inter-MG and intra-MG networks. An inter-
MG network is necessary for the synchronism of IMGs and 
for global power sharing. However, the intra-MG network, 
i. e., inter-DER network, is used to restore frequency and 
voltage and improve power sharing in grid-isolated opera‐
tional modes, i. e., islanded and interconnected modes. MGs 
are generally considered single-leader and multiple-follower 
DERs. Only the leader DERs have rated voltage and frequen‐
cy values. They have two main duties. The first is to com‐
municate power, frequency, and voltage data with other lead‐
er DERs in neighboring MGs (ami = 1) for controlling overall 

IMG power sharing during the interconnected operation 
mode. The second is to communicate the rated voltage and 
frequency instantaneously with its follower DERs inside the 
MG (ami = 1) to achieve stable intra-MG power sharing and 
to restore the voltage and frequency to the rated values. An‐
other type of communication is used among neighboring fol‐
lower DERs (amj = 1) to improve power sharing and voltage/
frequency restoration in both isolated and interconnected op‐
eration modes, which is shown in the bottom row of Fig. 7. 
Note that the secondary control parameters and variables are 
explained in [37].

B. Synchronization Control

To connect two MGs in a set of IMGs, synchronizing MG 
PCCs is necessary. Synchronization is accomplished by 
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matching the frequencies, PCC voltage phases, and magni‐
tudes. The frequency difference can be considered to be lim‐
ited to zero due to the frequency restoration performed by 
the secondary frequency loops with the same rated frequen‐
cies. Nevertheless, the phase and magnitude differences in 
the PCC voltages should be controlled so that they decrease 
as much as possible, as shown in Fig. 9, where ksync is the 
synchronization control parameter.

The lower differences lead to a lower inrush power at the 
time of interconnection. The PCC voltage phase and magni‐
tude differences of two typical MGs (MG1 and MG2) in the 
αβ frame are given as follows [19], [20], [24]:

Dϕpcc = ϕpcc1 - ϕpcc2 µ vpcc1αvpcc2β - vpcc1βvpcc2α (8)

Dvpcc = |vpcc1| - |vpcc2| = v2
p1α - v2

p1β - v2
p2α - v2

p2β (9)

According to (8) and (9), the difference signals shown in 
Fig. 8 are used in the synchronization controllers. The con‐
troller is selected as an integral type with a small-gain ksync 
to maintain a stable system. This common synchronization 
control structure is used to ensure focus remains on stability 
analysis.

As shown in Fig. 7, the phase synchronization control sig‐
nal is added to the ω - P error signal of the secondary con‐
troller in the leader DER control units. Similarly, the voltage-
magnitude synchronization control signal is added to the 
v - Q error signal. Note that the phase difference control ef‐
forts disturb the frequency and lead to a steady-state error 
during pre-synchronization and synchronization. However, 
applying it is necessary to achieve lower inrush power.

The synchronization logic signal determines when the syn‐
chronization control unit should be affected by the IMG con‐
trol. In fact, this signal changes from 0 to 1 prior to the in‐
terconnection instance, which is the pre-synchronization peri‐
od. Following the synchronization process, the signal returns 
to 0. Pre-synchronization is necessary to ensure sufficient 
time to decrease the phase and voltage differences.

IV. SMALL-SIGNAL MODELING AND STABILITY ANALYSIS 

A small-signal model of the IMGs, including the synchro‐
nization control loops, is derived. Here, the interconnection 
method [3], [9] is used.

A. Small-signal Modeling of IMGs

1) Modeling of subsystems: a complete process of small-
signal modeling of IMGs interconnected through back-to-
back converters (BTBC-IMGs) [9] and interconnected 
through CBs (CB-IMGs) [3] is already reported by the au‐
thors. In order to model IMGs, a list of all subsystems are 
required, including interlinking lines, MGs, and interlinking 
devices. With respect to CB-IMGs, the critical subsystems 
participating in the dominant IMG dynamics are the inter‐
linking lines and MGs that consist of loads, inverter-based 
DERs and their coupling lines, LC filters, and current, volt‐
age, primary, and secondary controllers. Each subsystem is 
modeled as an independent module that considers the inputs 
and outputs from/to other subsystems using a state-space rep‐
resentation [9] as follows:

ẊM (t)= AM XM (t)+ BMUM (t) (10)

YM (t)= CM XM (t)+ DMUM (t) (11)

where XM (t), UM (t), and YM (t) are the module state vector, 
input vector of all subsystem input signals, and output vec‐
tor of all subsystem output signals, respectively; and AM, 
BM, CM, and DM are the model matrices that should be found 
for all subsystems. For instance, for the DER coupling line 
shown in Fig. 1, the inductor currents in the dq frame are 
the state variables, which are also considered as model out‐
puts, and the voltages of the LC filter and the PCC in the dq 
frame are used as inputs. The matrices can easily be calculat‐
ed, as presented in [9], for most subsystems.

2) Modeling of synchronization control unit: the only sub‐
system of the IMGs under study, which is not modeled, is 
the synchronization controller that includes two integrators. 
The integrator outputs are considered as state variables, as 
shown in Fig. 8. Thus, the state-space representation of each 
synchronization controller is calculated following a lineariza‐
tion process as:

Ẋsync (t)= Async Xsync (t)+ BsyncUsync (t) (12)

Ysync (t)= Csync Xsync (t)+ DsyncUsync (t) (13)

where Usync =[Dvp1dqDvp2dqDωMG1DωMG2 ]T; Xsync = Ysync =
[DδωsyncDδvsync ]T; Async = 02 ´ 2;  Csync = I2 ´ 2;  Dsync = 02 ´ 6; and

Bsync = ksync

é

ë
ê
êê
ê ù

û
ú
úú
úkp1 -ω kp2 -ω kω1 kω2

kp1 - v kp1 - v 0 0
(14)

where kpi -ω =[kdi -ωkqi -ω ] and kpi - v =[kdi - vkqi - v ] for i = 12. 

In general, kx, x Î {di -ωqi -ωωi | i = 12} is obtained by:

kx = a2
x + b2

x sin(Dωpcc0t0 + cxπ + dx arctan(bx /ax )) (15)

where Dωpcc0 =ωMG1 -ωMG2 is the frequency difference at the 
operating point; and t0 is the time of inrush power occur‐
rence. 
   Table II defines ax, bx, cx, and dx, and the subscripts 0,1, 
2, d, and q refer to the operating point, MG1, MG2, direct 
component of voltage, and quadrature component of voltage, 
respectively.
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Fig. 9.　Synchronization control loop of IMERs with outputs related to Fig. 
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TABLE II
PARAMETERS ax, bx, cx, AND dx OF kx IN (15)

kx

kd1

kq1

kd2

kq2

kω1

kω2

ax

Vd20

Vq20

Vd10

Vq10

ω10 (Vq10Vd20 - Vd10Vq20 )

ω20 (Vd10Vq20 - Vq10Vd20 )

bx

Vq20

Vd20

Vq10

Vd10

ω10 (Vd10Vd20 + Vq10Vq20 )

ω20 (Vd10Vd20 + Vq10Vq20 )

cx

1

1

1

1

0

0

dx

-1

1

1

-1

-1

1

3) Modeling of overall IMGs: to calculate the overall mod‐
el of IMGs, the subsystem models should be interconnected. 
With the aim of conducting small-signal stability analysis, 
this calculation leads to a free-motion state-space model ex‐
pressed as:

ẊIMG (t)= AIMG XIMG (t) (16)

where XIMG (t) comprises all state variables of the subsys‐
tems; and AIMG is a large state matrix in which the main di‐
agonal arrays include the state matrices of the subsystems 
that can be calculated numerically as described in [9].

B. Small-signal Stability Analysis

In addition to the synchronization control parameters, the 
secondary control parameters are also critical in the stability 
analysis of the synchronization control, as the control signals 
are applied through the secondary controllers. The MG struc‐
ture investigated in this paper is shown in Fig. 1(b), where 
the control requirements are fully considered, as shown in 
Figs. 7 and 9. The IMG parameters are listed in Table II of 
[10]. The basic values of the critical parameters and initial 
values of the PCC voltage and frequency in the stability 
analysis are presented in Table III, where the subscripts, e.g., 
leader and follower, and the superscript, e. g., MG, allocate 
general variables to certain MGs and DERs related to Figs. 
7 and 8.

1)　Synchronization Control Parameter
Figure 10 shows the loci of dominant eigenvalues of 

IMGs under study, where each MG has one leader DER and 
one follower DER. ksync varies within [0.011]. In general, the 
arrows indicate the increasing direction of the parameter. In 

Fig. 10(a), all PCC voltage and frequency differences are ze‐
ro. In fact, pre-synchronization is considered to be well per‐
formed. Two eigenvalues near the imaginary axis are critical 
and unstable for ksync ⩾ 0.75. Very low amounts of ksync are 
not desired. Therefore, intermediate values are appropriate to 
achieve a better small-signal stability margin. Further analy‐
sis can be performed to satisfy the performance objectives 
such as improved response speed and oscillation damping. 
Figure 10(b) shows the same loci when DVpccd = -5 V for cir‐
cles with solid blue lines and DVpccd = 5 V for stars with red 
dashed lines. In both situations, IMGs cannot be stable for 
any value of ksync. This also demonstrates the importance of 
successful synchronization.

2)　Secondary Control Parameters
Figure 11 shows the loci of the most dominant eigenval‐

ues of the IMGs under study when the secondary control pa‐
rameter of the leader DER11 (i.e., T) varies within [0.120].

As Fig. 11(a) shows, the PCC voltage, phase, and frequen‐
cy differences are zero. Therefore, the stabilizing range of T 
can be found, which is [5.113.6] s. Nevertheless, in Fig. 11(b), 
no stabilizing value is shown for DVpccd = -5 V (circles with 
blue solid lines), and a small stabilizing range exists for 
DVpccd = 5 V (stars with red dashed lines).

A condition similar to that shown in Fig. 11 is considered 
in Fig. 12 for changing the secondary control parameter of 
the follower DER 12 , i.e., τ , in [0.15] s. According to Fig. 
12(a), the IMGs are asymptotically stable for 0.1 s ⩽ τ ⩽ 2.4 s, 
and according to Fig. 11(b), they cannot be stable for any 
value of τ in the range due to nonzero PCC voltage differ‐
ences, i.e., DVpccd = ±5 V.
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TABLE III
BASIC VALUES OF PARAMETERS AND INITIAL VALUES OF PCC VOLTAGE 

AND FREQUENCY IN STABILITY ANALYSIS

Parameter

ksync

T

τ

k PMG1
leader k

PMG1
follower

k QMG1
leader k QMG1

follower

k PMG2
leader k

PMG2
follower

k QMG2
leader k QMG2

follower

Lvi

Value

0.1

10 s

10 s

15.7 ´ 10-5, 7.8 ´ 10-5

0.006, 0.003

78.6 ´ 10-5, 39.3 ´ 10-5

0.032, 0.016

2 ´ 10-3 H

Variable

f1, f2

Vd10

Vd20

Vq10

Vq20

Kpv, Kiv

Kpi, Kii

Initial value

50 Hz

310 V

310 V

-3

-3

1, 20

30, 500
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V. TRANSIENT STABILITY ASSESSMENT 

Two nonlinear models are used for transient stability as‐
sessment. In Section V-A, we describe how a simplified non‐

linear model of the exchanging power as presented in (5) is 
used to demonstrate power transitions during synchroniza‐
tion. In Section V-B, we explain how a detailed nonlinear 
model of the IMGs is used in SimPowerSystems/MATLAB 
to investigate the synchronization stability challenges under 
the time domain.

A. Transition During Synchronization

Section II described our investigation of the behavior of 
inrush power under variations in parameters. Next, the entire 
transition from pre-synchronization to disconnection of the 
synchronization control is considered. Figure 13 shows the 
active power exchange of the two IMGs under study versus 
the PCC phase difference during and after synchronization 
for the PCC voltage and frequency differences. The system 
operating points before and after synchronization are ob‐
tained from a simulation of successful synchronization using 
the control loops described in Section III-B. During pre-syn‐
chronization, the synchronization controller attempts to re‐
duce Dϕpcc to a pre-defined value or based on a certain con‐
straint, where the exchange power is the inrush power (black 
solid line). During the control process, the inrush power may 
experience different routes of modification to achieve the 
scheduled power after synchronization (red dashed line). The 
route depends on the new operating point (i.e., the scheduled 
power amount). Routes ① and ② represent power exchang‐
es from MG2 to MG1 and from MG1 to MG2, respectively. 
The routes are not necessarily for fixed voltage and frequen‐
cy differences, as the control loops are regularly altering 
their characteristics to meet the new operating point. There‐
fore, different routes from the point ⓐ to the point ⓑ may 
occur according to the control parameters and length of the 
inrush power. Finally, the disconnection of the synchroniza‐
tion control leads to the power variations required to satisfy 
the IMG power-sharing objective.

A common synchronization used to enable a DER to con‐
nect to the grid is performed by zero-power generation to re‐
duce the intensity of transients. Here, zero power exchange 
following IMG synchronization does not necessarily reduce 
the intensity of transients. Figure 13 shows that route ① pro‐
duces intensive transients due to different directions of the 
power exchanges. However, route ② results in weaker tran‐
sients. Besides, CB-IMG power exchange is not directly con‐
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trolled, as with BTBC-IMGs. In fact, IMG power-sharing 
control determines the amount of power exchange, which is 
embedded in the DER controllers. Therefore, an inevitable 
delay occurs in handling the power exchange, which causes 
it to be intermittent at the beginning of IMG formation. 
Moreover, unlike grid-connected MGs/DERs, the grid-feed‐
ing control strategy cannot be used for DERs during synchro‐
nization for direct control of the IMG power exchange due 
to the lack of a powerful frequency supporter, i.e., the main 
grid.

B. Time-domain Simulations

All simulations are obtained under zero initial conditions 
for all variables except the frequency, which is initiated at 
50 Hz. The order of control/switching actions is as follows. 
First, the MGs are operated in an autonomous mode. Pre-
synchronization control is then initiated prior to synchroniza‐
tion and interconnection. Interconnection is achieved by clos‐
ing the CB. Finally, the pre-synchronization control loop is 
opened, and the MGs are operated as synchronous IMGs.
1)　Trade-off Between Synchronization Control Objectives

The IMGs under study are autonomously operated prior to 
t = 5 s. Pre-synchronization is initiated at t = 3 s, that is, two 
seconds prior to the interconnection time of t = 5 s. Synchro‐
nization control is fully disconnected at t = 7 s. Figure 14(a) 
and (b) shows the PCC phase and voltage magnitude differ‐
ences, respectively. The phase difference is considerable. 
However, the voltage magnitude difference is insignificant 
due to the MG operating conditions. Although pre-synchroni‐
zation decreases the phase difference to 3° prior to synchro‐
nization, it produces a difference between the frequencies as 
shown in Fig. 14(c). This is because both phase and frequen‐
cy errors are applied to the frequency control loop. There‐
fore, both frequency waveform and inrush power minimiza‐
tion should be considered for tuning the phase difference 
constraint during pre-synchronization.

Figure 15(a) and (b) shows the active and reactive power 
exchanged between IMGs, respectively. The synchronization 
is stable and the transients are smooth. However, they can 
be reduced using synchronization algorithms [20], [24], [28]. 
The steady-state values are tracked following disconnection 
of synchronization control. Figure 16(a) and (b) shows the 
active and reactive power sharing of DERs in isolated MGs 
and IMGs, respectively, before, during, and after synchroni‐
zation. Although power sharing is affected by synchroniza‐
tion control, it remains stable, and active power sharing is 
well performed following synchronization disconnection.
2)　Effects of Constraints on Synchronization Transients

As discussed in Sections II and V-B-1), the PCC frequen‐
cy and phase differences are more effective for synchroniza‐
tion transients, and a trade-off is required in their minimiza‐
tion. Here, a simple algorithm is considered for applying the 
required constraints of synchronization, that is, |Df | ⩽ DfThr, 
|Dϕpcc| ⩽ DϕThr, and |DVpcc| ⩽ DvThr conducted simultaneously, 
where DfThr, DϕThr, and DvThr are the frequency, phase, and 
voltage thresholds, respectively. Table IV lists the threshold 
values for the five scenarios. Scenarios 1, 3, and 4 are based 
on the trade-off between PCC frequency and phase differenc‐

es. Scenario 2 is assumed to be the best constraint with both 
the low phase and frequency thresholds. Scenario 5 is the 
easiest constraint to satisfy, having large phase and frequen‐
cy thresholds.

Figure 17(a) and (b) shows the active and reactive power 
exchanged between MGs for different synchronization con‐
straints in scenarios specified in Table IV, respectively. Sce‐
nario 2 has the smoothest transients during synchronization. 
The algorithm can satisfy both thresholds even though both 
thresholds are small. Nevertheless, these small thresholds 
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may not be satisfied under a difficult condition such as a 
high load.

3)　Synchronization During High-load MGs
Here, the MG loads increase by twice that of the basic 

loads; that is, under a high-load condition. Pre-synchroniza‐
tion is initiated at t = 3 s, and two constraints are considered: 
Df = 0.1 Hz, Dϕpcc = 10° and Df = 0.02 Hz, Dϕpcc = 2°. Figure 
18(a) shows the frequencies of the leader DERs for both con‐
straints, where high transient states are present, particularly 
with the first constraint. Although both scenarios of con‐
straints are stable in the steady state, the rate of change of 
frequency is high during transients. Therefore, the operation 
may be interrupted by protection devices. Note that inverter-
based DERs lead to very low inertia [3], which makes the 
IMG frequency vulnerable to disturbances. Figure 18(b) 
shows the active power exchange between MGs, where large 
transients can also be observed. The MG voltage/frequency 
is severely affected by these transients of exchanged powers.

Although transient stability is satisfied for low MG loads 
and various thresholds of synchronization constraints within 
the limitations of IEEE Standard 1547, which are described 
in Sections V-B1 and V-B2, a high-load condition causes 
synchronization with inappropriate transients. This is true 
even for thresholds lower than the limitations represented in 
IEEE Standard 1547 criteria, which can also lead to instabili‐
ty. Therefore, the allowable thresholds that are represented in 
IEEE Standard 1547 must be modified for the synchroniza‐
tion of weak IMGs.

VI. CONCLUSION 

In this paper, the synchronization stability of IMGs is in‐
vestigated through small-signal analysis and transient stabili‐
ty assessment. Inrush power plays a critical role in synchro‐
nization stability, which is mostly affected by the frequency 
and phase differences of the interconnection points of the 
MGs, i.e., the ends of the interlinking line. In addition, low-
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voltage MGs with low X/R ratios of interlinking lines have 
lower active but greater reactive inrush power. However, 
lower line impedances lead to greater active and reactive in‐
rush power. The transition from inrush to scheduled power is 
discussed, where the amplitudes of the transient states repre‐
sent a random variable that is dependent on the inrush and 
scheduled power values and controller gains. Nevertheless, 
because the usual values of the scheduled power are less 
than the usual values of the inrush power, achieving lower 
inrush power is generally a reasonable objective. Nonzero 
voltage/phase/frequency differences may lead to small-signal 
instability at the primary operation point, and the synchroni‐
zation can only be small-signal stable for zero differences. 
The stabilizing ranges of the control gains are calculated for 
the synchronization, and secondary controllers are the signifi‐
cant controllers for synchronization stability. Studies have 
shown that lower thresholds of the synchronization control‐
ler result in lower transients. The transient stability is satis‐
fied for low-load conditions and different thresholds of syn‐
chronization constraints. Nevertheless, high-load operations 
lead to synchronization with higher transient states, particu‐
larly for large thresholds that are still less than those of the 
IEEE Standard 1547 criteria, which can also cause instabili‐
ty. These results reveal the limitations of the IEEE Standard 
1547. Accordingly, the standard should be revised for syn‐
chronization of weak MGs during interconnections.
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