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Real-time Subsynchronous Control Interaction
Monitoring Using Improved Intrinsic Time-scale
Decomposition

Yang Wang, Hanlu Yang, Xiaorong Xie, Xiaomei Yang, and Guanrun Chen

Abstract—In recent years, subsynchronous control interaction
(SSCI) has frequently taken place in renewable-connected pow-
er systems. To counter this issue, utilities have been seeking
tools for fast and accurate identification of SSCI events. The
main challenges of SSCI monitoring are the time-varying na-
ture and uncertain modes of SSCI events. Accordingly, this pa-
per presents a simple but effective method that takes advantage
of intrinsic time-scale decomposition (ITD). The main purpose
is to improve the accuracy and robustness of ITD by incorpo-
rating the least-squares method. Results show that the proposed
method strikes a good balance between dynamic performance
and estimation accuracy. More importantly, the method does
not require any prior information, and its performance is there-
fore not affected by the frequency constitution of the SSCI.
Comprehensive comparative studies are conducted to demon-
strate the usefulness of the method through synthetic signals,
electromagnetic temporary program (EMTP) simulations, and
field-recorded SSCI data. Finally, real-time simulation tests are
conducted to show the feasibility of the method for real-time
monitoring.

Index Terms—Subsynchronous control interaction (SSCI), in-
trinsic time-scale decomposition (ITD), wind power system, real-
time monitoring.

I. INTRODUCTION

N undesirable outcome of the surging application of

wind generators is the increased risk of subsynchro-
nous control interaction (SSCI) [1]-[4]. In recent years, SSCI
incidents have been observed in several real-life wind farms
(WFs) such as WFs under the Electric Reliability Council of
Texas (ERCOT), USA, and those in Hami, China [5]. To
deal with this issue, utilities have been seeking effective
tools for fast and accurate identification of SSCI events [6].
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The identified SSCI parameters are crucial for tripping criti-
cal wind generators, replicating SSCI events, and supporting
the design of countermeasures [7], [8].

Existing power system monitoring devices such as phasor
measurement units are designed for fundamental phasors at
50 Hz or 60 Hz. Although it has been recently reported that
SSCI parameters can be identified from synchrophasors [8]-
[12], their precision is strongly affected by the reporting rate
and low-pass filter [12]. Thus, installing waveform-based de-
vices that are custom-designed for SSCI monitoring is prefer-
able. This type of project has been initiated in Xinjiang, Chi-
na.

Considering the time-varying and frequency-coupling na-
ture of SSCI [5], the algorithm used for SSCI monitoring
should have good dynamic performance and robustness
against the frequency constitution. This poses a challenge in
terms of selecting algorithms. For example, discrete Fourier
transform (DFT) methods can implement spectral analysis of
signals with multiple frequency components, but the high ac-
curacy of DFT methods requires a long window, which sacri-
fices dynamic performance. Moreover, spectrum leakage and
picket-fence effect lead to errors in estimation results [13].
Traditional mode identification methods such as Prony [14],
eigensystem realization algorithm (ERA) [15], matrix pencil
method (MPM) [16], and total least squares-estimation of
signal parameters via rotational invariance technique (TLS-
ESPRIT) [17] have been widely used for oscillation monitor-
ing. However, the number of modes must be carefully select-
ed, which can be a challenge for SSCI. In addition, the com-
putation burden of these approaches may be too large in
practical engineering applications, as a large number of sam-
ples are generally needed. Time-domain methods such as re-
cursive-least-squares-based methods [18], [19], Kalman-filter-
based methods [20], and waveform-envelop-based methods
[21], [22] are expected to have good dynamic performance.
Yet, these methods require that either the magnitude of the
fundamental frequency current be constant or that the prior
knowledge of the SSCI frequency exist, which is not always
available. In [23], synchronized waveform data collected at
both sides of the series-compensated line are used to identify
SSCI. Although this method is innovative, it is applicable on-
ly in cases in which synchronized waveform measurement
units and series capacitors are available. In addition, some
advanced algorithms have been proposed in recent years. For
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example, in [24], a bandpass digital-filter-based method is
proposed for interharmonic parameter estimation. It uses 50-
cycle DFT to precompute interharmonic frequencies and
then designs filters. This type of extremely long data win-
dow leads to long latency and is thus a major issue. In [25],
an improved iterative Taylor-Fourier multifrequency-model
based method is proposed, but its performance has been
found to be vulnerable to wideband noise, fundamental fre-
quency deviation, and interharmonic frequency ramps. In ad-
dition, these advanced algorithms are generally very compli-
cated and thus are difficult to implement in practice.

This paper proposes a simple but efficient method for fast
and accurate identification of SSCI events, which is particu-
larly suitable for real-time monitoring. The primary purpose
of this paper is to take advantage of the intrinsic time-scale
decomposition (ITD) algorithm. Originally, ITD extracted
the oscillation components of the signal by fitting the upper
and lower enveloping lines of the measured signal. ITD has
many distinct advantages such as superior dynamic perfor-
mance and a lack of prior information. However, as a time-
domain algorithm, ITD is vulnerable to noise and cannot
monitor oscillation energy continuously. To address this is-
sue, this paper improves the ITD algorithm by incorporating
the least-squares method. Consequently, a two-stage SSCI
identification process is established that retains the dynamic
performance of the ITD and is capable of continuously track-
ing the SSCI parameters. Comparative studies are conducted
to verify the effectiveness and robustness of the proposed
method using synthetic signals, real-time simulation tests,
and field data.

The remainder of this paper is organized as follows. Sec-
tion II explains the proposed method including the ITD algo-
rithm and SSCI monitoring strategy. Section III describes the
simulation verifications of the proposed method using syn-
thetic signals and electromagnetic temporary program (EM-
TP) simulations. The section also describes a comparison
with conventional methods to demonstrate the merits of the
proposed method. Section IV describes the field data verifi-
cation to evaluate the performance of the proposed method
for real-life SSCI events. Section V presents a real-time sim-
ulation validation to demonstrate the practical implementa-
tion of the proposed method. Finally, conclusions are given
in Section VI.

II. PROPOSED METHOD

In this section, we introduce the original ITD algorithm.
The challenges for SSCI monitoring are discussed along
with the proposed method. A strategy for SSCI monitoring is
then presented.

A. ITD Algorithm

ITD can adaptively decompose a signal into multiple oscil-
lation components. The extraction principle is to fit the enve-
lope of the original signal using linear interpolation and to
define the key points of the oscillation components using the
upper and lower envelopes near the signal extrema. The low-
frequency components can then be obtained by interpolating
the key points, and the high-frequency components can be
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determined by subtracting the low-frequency components
from the original signal. Additional details of the ITD algo-
rithm are described as follows [26].

As shown in Fig. 1, for an original signal X, (1=0), an ex-
traction operator £ is defined to decompose X, into low- and
high-frequency components L, and H, respectively, and then
X, can be expressed by:

X=LX+(1-0)X=L+H,
where L,=LX; and H,=(1-L)X.
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Fig. 1. Decomposition process of ITD algorithm.

Accordingly, the ITD algorithm must determine the ex-
treme points X, within the specified time interval and the
corresponding occurrence time instant 7, (k€ N*), as shown
in Fig. 2. Suppose that L, and H, are given over [0, 7,] and
that X is defined in [0, 7,,, |. To extract the low-frequency os-
cillatory component, the extraction operator £ on contiguous
extrema interval [7,, 7, , ] is defined as:

LX=L=L +M(X—X) te(tont,) ()
t t k X/H.]_Xk t k k> Yk+1

where L,=L(r,) and L,,, correspond to the points in the low-
frequency oscillation component, with L,., given by:

Tr1 — T

Li,,=0.5] X+ (Xiyn— X)) | +0.5X, 3)
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Fig. 2. Principle of ITD algorithm.

Following the first decomposition of the original signal X,
a high-frequency oscillation signal H, is obtained by:

H=X-L,=(1-L)X,=HX, 4)
where 7/ is the extraction operator of the high-frequency

component.
In addition, take L, in (2) as the input signal, and repeat
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the aforementioned decomposition process until the termina-
tion condition is satisfied. Eventually, after p iterations, the
original signal X, is decomposed as:

X,=HX+LX=HX,+(H+L)LX,=
p-1
[H(+ L)+ L)X, = (H zz:um)x;
k=0

H'+H+..+H’+L” Q)
where H' (k=1,2,...,p) is the k" high-frequency component;
and L/ is the extracted lowest-frequency component. The ter-
mination condition is set according to the requirements (e.g.,
when the energy of L7 is less than 2% of X).

B. Two-stage ITD Algrithm

As shown in the previous subsection, the ITD algorithm is
simple and does not require any prior mode information.
However, when applied to SSCI monitoring, it faces the fol-
lowing several challenges.

1) The amplitude of oscillation is determined by the peak
points in the extracted waveform, i.e., L, in Fig. 3. This
means that the oscillation energy can be assessed only when
a peak is detected, which means that monitoring is “discon-
tinuous”.

2) The extracted waveform L, is determined and fitted us-
ing the extreme points of the original signal. In some cases,
the fitness error may be large. For example, in Fig. 3, the fit-
ted peak is at point K, whereas the real peak is at point P.

Continuous amplitude

15r1 estimated by the
. proposed ITD
R Real peak point algorithm
<10 £ ‘ :
P Fitted peak point
g (Trs L) K(ty, L))
% ! L, Fitted curve
<
(TA»+1> Lk+l)
0 0.0083 0.0166 0.0249 0.0332 0.0415
Time (s)
Fig. 3. Explanation of amplitude fitness error.

3) The ITD experiences difficulty in detecting supersyn-
chronous oscillation, as the component in this frequency
range (i.e., f,<f,, <2/, where £ is the frequency of super-
synchronous oscillation and f; is the fundamental frequency)
has a smaller effect on the extreme points of waveforms at
the fundamental frequency, i.e., 50 Hz or 60 Hz.

4) ITD is vulnerable to noise because the fitted curve is
determined by the extrema of the sampled signal. Figure 4
shows the fitting performances of the proposed method with
and without 35 dB noise, where y,, represents the reference
curve, and y,, and y,, represent the ITD fitted curves without
and with 35 dB noise, respectively. It can be observed that
the fitted amplitude is inaccurate under the noise condition.

To overcome the aforementioned shortcomings, this paper
proposes a two-stage ITD algorithm that incorporates the
least-squares method.
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Fig. 4. Fitting performance of proposed method with and without 35 dB
noise.

1) Stage 1: Frequency Estimation

To estimate the frequency of the oscillation component,
the current signal rather than the voltage is used as the oscil-
lation, which is generally more obvious in the current. Ac-
cording to (3), the key points L, of the oscillation compo-
nent are defined by the extreme points X, in the original sig-
nal. For two consecutive points that satisfy (6), a zero-cross-
ing point (¢, L)), t,€[r,, 7., ] must exist, and the correspond-
ing X, can be obtained using (7).

Ly, L<0 ©)
L=L+ 2 7h o _x=0 %
o X=X, 7 ‘

As the original curve X, between two extreme points is
monotonic, the abscissa of point X, can be obtained, which
is the abscissa of the zero-crossing point £.

Based on the distance between two adjacent zero-crossing
points (L,_,, L), the frequency of the oscillation component
can be determined by:

Jaw=V[2dt,-(t.~1.)] ®)
where f,, is the instantaneous frequency of the subsynchro-
nous component, which is updated whenever a zero-crossing
point appears; and dt, is the sampling time of the original
signal.

To estimate the fundamental frequency f;, the voltage sig-
nal rather than the current is used because the subsynchro-
nous component is limited to the voltage even if oscillation
occurs. The fundamental frequency f, can be estimated as:

So=V/12dt,-(tv,—tv;,_))] 9)
where tv, and tv,_, are the newly updated locations of the
two consecutive zero-crossing points in the voltage signal.

2) Stage 2: Amplitude Estimation

To handle the challenges of estimating amplitude, the
least-squares method is adopted in the second stage. Based
on the estimated frequencies of the subsynchronous and fun-
damental components in the first stage, i.e., f,, and f;, we
can construct the eigenvalue vector 4 of the sampled signal
as:

tiw, 1T
eaﬁjw,:| i:l,2,~--7q (10)
- (11)

where o, and f, are the damping factor and frequency of the
i" component in the measured signal, respectively. In this pa-

l:[,{l /12 /121_]T= [eﬂ,ijwl eazijwz
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per, g equals 3 for three modes, i.e., the fundamental, sub-
synchronous, and supersynchronous components. The super-
synchronous component is derived from the frequency cou-
pling effect [5] and can be determined by the former two
components as:

f;up = 2]2) _f;ub ( 1 2)

Since 0,<< w,, the contribution of damping to the eigenval-
ues can be ignored, leading to A, ,=e¢’ and A,=¢".
Then, the Vandermonde matrix 4eC”** is constituted by
the eigenvalues 4 as:

TR
1 1 1
a=| o (13)
At ! i;’q“

where m is the sample number of the signal. In this paper,
the signal refers to the sampled current and voltage, i.e.,
Y,eR"*" and ¥,eR™"', which are expressed as:

Y=[yy v o Yinl' (14)

Yo=[yy Vi o Vim ]T (15)

Based on the Euler equation, ¥,=AC, and Y,=A4C, [12],
where C, and C, are the phasors of each mode for the cur-
rent and voltage signals, respectively. Using the least-squares
method, C, and C, can be obtained as:

C,=(A"4)"' A", (16)
C,=(4"4)'A"Y, (17)

The number of data points used for the voltage and cur-
rent phasor estimations and the corresponding mean of rela-
tive errors are listed in Table I. Table I shows that when
more data points are used, the relative errors are lower. How-
ever, the dynamic performance is degraded and the computa-
tional burden is higher. Our experiments have shown that 10
points strike a good balance between dynamic performance
and estimation accuracy, as the improvement in relative er-
rors from 10 to 20 points is not significant. Thus, 10 data
points are used in this paper. Using the least-squares meth-
od, we could continuously calculate the phasor of the SSCI.
More importantly, both the subsynchronous and supersyn-
chronous components could be extracted reliably with less
sensitivity to noise. A comparison between the original and
proposed ITD algorithms is presented in Table II.

TABLE I
NUMBER OF DATA POINTS USED FOR VOLTAGE AND CURRENT PHASOR
ESTIMATIONS AND CORRESPONDING MEAN OF RELATIVE ERRORS

Number of data points Mean of relative errors (%)

5 5.40
8 1.27
10 1.01
20 0.98
40 0.96

C. Strategy for SSCI Monitoring

The SSCI monitoring device is designed to include three
modules: signal preprocessing, monitoring, and decision.

TABLE I
COMPARISON BETWEEN ORIGINAL AND PROPOSED ITD ALGORITHM

Continuity Amplitude Calculation Anti-noise
ITD A
of estimation fitness error burden performance
Original No Large Small Week
Proposed Yes Small Relatively larger Strong

1) Signal Preprocessing Module

The objective of this module is to filter out undesirable
noise in the measured current and voltage signals. An 8§-or-
der lowpass finite impulse response (FIR) filter is designed
for this purpose. The filter is designed using a Hamming
window with a cutoff frequency of 120 Hz.

2) Monitoring Module

In the monitoring block, the proposed ITD algorithm is ap-
plied to extract the oscillation components. The frequency is
updated once a zero-crossing point is detected according to
(8), (9), and (12), whereas the phasor is calculated continu-
ously using 10 data points according to (16) and (17). To
guarantee real-time detection, the ITD algorithm is executed
whenever new sample data are received.

3) Decision Module

The detection of an SSCI event is confirmed if the follow-
ing three requirements are met. Subsequently, the device
sends an early-warning or tripping signal based on user
needs.

1) Frequency range: the frequency of the subsynchronous
component should fall within the range of [5, 55]Hz in a 60
Hz system. Otherwise, it is not defined as SSCI [15].

2) Oscillation magnitude: a threshold of the oscillation
magnitude must be defined to strike a balance between reli-
ability and speed of detection. In this paper, 10% of the am-
plitude of the fundamental component is selected as the
threshold. As with any other protection function, the thresh-
old can be adjusted according to the needs of utility.

3) The minimum detection time: to avoid improper opera-
tion due to unexpected disturbances, it is suggested that a
warning signal be sent after oscillations are sustained over a
certain period. A minimum detection time of 50 ms is set for
this purpose and can be adjusted according to the needs of
utility.

III. SIMULATION VERIFICATIONS

The proposed method is evaluated using synthetic signals
and EMTP simulations. Its performance is compared with in-
dustry-preferred algorithms, including Prony, ERA, MPM,
and TLS-ESPRIT. The sampling rate is set to be 1000 Hz
for fast detection of the oscillation, and a 40 ms window is
adopted for all algorithms to achieve a fair comparison. It is
worth mentioning that in the first stage, the proposed meth-
od continues to find the zero-crossing point to obtain the lat-
est frequency. Thus, no data window is required. In the sec-
ond stage, 10 data points in a 40 ms window are used for
the least-squares method. A length of 40 ms is determined
through trial and error to strike a balance between estimation
accuracy and dynamic performance. The setting of each
method remains the same as that in the following verifica-
tions.
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A. Synthetic Signals

The synthetic data Y, is modeled as the superimposition of
fundamental, subsynchronous, and supersynchronous compo-
nents and is given by:

Y,=A,cosQufyt+¢,)+A,,e” cosQnf,t+p,)+
A, cosnf,, t+¢3)

sup (18)
where (4y, ¢,), (Agp> ¢,), and (4, ¢;) are the amplitudes
and initial phases of the fundamental, subsynchronous, and
supersynchronous components, respectively; f,=60 Hz; 4, =
Ay =A40%x10%; and the damping factor o of the subsynchro-
nous and supersynchronous components is set to be 0.2.
1) Impact of Harmonic Distortions

To verify the influence of high-order harmonics on the
proposed method, the mathematical model given in (19) is
considered, where the amplitude of the SSCI is 10% of the
fundamental component, and the amplitudes of the 3™, 5",
and 7" harmonics are 5% of the fundamental component.

Vrs=30cos(2m x 60 +30)+ 3cos(2m x 8 +20)+
3cos(2m x(2 x 60 —8)+ 10)+ 1.5cos(2m x 60 x 3 +30)+

1.5cos(2m x 60 x 5+20)+1.5cos(2n x 60 x 7+10)  (19)

Figure 5 shows the performance of the proposed method
with high-order harmonics, where y, is the test signal; and
Vs 18 the signal after processing by the low-pass filter. As
shown in Fig. 5, the proposed method performs satisfactorily
under harmonic conditions because of the well-designed low-
pass filters.

50¢

50 . . . . 5
50

50 . . . X S

— Reference value
— Proposed ITD algorithm

3
o OW\A/
3 f w . ,

0 0.1 0.2 0.3 0.4 0.5
Time (s)

Fig. 5. Performance of proposed method with high-order harmonics.

2) Noisy Conditions
A general signal-to-noise ratio (SNR) sampled at the moni-
toring devices is approximately 45 dB [12]. Thus, white
noise with SNR=35 dB is added to signal Y.
Y,=300cos(2m x 60¢+ 10°)+ 30cos(2m x 131 +20°)+

30cos(2m x (120 — 13)¢ +30°) (20)

Figure 6(a) and (c) shows the estimated frequency and
magnitude, respectively, with a window length of 40 ms.
The corresponding mean and variance of the relative errors
for five algorithms with SNR of 35 dB in a 40 ms window
are listed in Table III. Due to limited space, only the results
of subsynchronous component are presented, where the find-
ings for the supersynchronous component are similar. Com-
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pared with conventional algorithms, the performance of the
proposed ITD algorithm is found to be more robust under
noisy conditions. In addition, a moving window of 100 ms is
used for all algorithms, and the results are shown in Fig. 6(b)
and (d). Comparing Fig. 6(a) and (c), we can conclude that a
longer window helps to enhance the performance of all algo-
rithms, with the proposed ITD algorithm still showing the
best performance. However, it should be noted that a shorter
window generally indicates better dynamic performance.

< 20 <201
) T
=15 > 15
Q oy Q
5 5
210 210
2 e
— 5 . . . . ) — 5

0 001 002 003 004 005 0 001 002 003 0.04 005

Time (s) Time (s)
(a) (b)

360 360
< 40 240
= R
gzo 320
< <
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(©) (@

—Prony; —ERA; MPM; —TLS-ESPRIT; —ITD; — Reference value

Fig. 6. Estimation results of five algorithms under white noise with SNR
of 35 dB. (a) Frequency with a 40 ms window. (b) Frequency with a 100
ms window. (¢) Amplitude with a 40 ms window. (d) Amplitude with a 100
ms window.

TABLE III
MEAN AND VARIANCE OF RELATIVE ERRORS FOR FIVE ALGORITHMS WITH
SNR OF 35 DB IN A 40 MS WINDOW

Algorithm (meanF f?i?ZSZ@ (%) (meaﬁ fvlllﬁfiff@ (%)
Prony 2.94+0.16 7.10£0.91
ERA 6.0241.56 932+2.11
MPM 5.84+2.23 10.26+4.29

TLS-ESPRIT 425036 8.97+1.67
ITD 126+0.02 1284003

In the aforementioned studies, the number of modes of
conventional methods is carefully selected through trial and
error to achieve a result that is the closest to the reference
value. This mode selection, however, cannot be performed in
practice. Although some automatic mode-selection methods
have been proposed [27], their performance cannot be guar-
anteed under noisy conditions. When the mode is improperly
selected, the results will degrade significantly. For instance,
if the number of modes is fixed at 3, the results of the five
algorithms are shown in Fig. 7, which shows that the con-
ventional algorithms perform poorly.

3) Dynamic Conditions

The frequency and amplitude of SSCI components are usu-
ally time-variant because of various highly uncertain factors,
including changing network topologies and the stochastic na-
ture of wind resources. Thus, the good dynamic performance
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of the algorithm is important for SSCI monitoring. In this ex-
periment, variations in the frequency and magnitude of the
fundamental and SSCI components were considered.

[ye)
(=]

Frequency (Hz)

Amplitude (A)

0.02 0.03 0.04 0.05
Time (s)

—Prony; —ERA; —MPM; —TLS-ESPRIT; —ITD; —Reference value

Fig. 7. Estimation results of five algorithms under white noise with SNR
of 35 dB and modes of conventional algorithms fixed at 3.

0 0.01

First, based on the fact that the frequency of the funda-
mental component varies with time, the synthetic signal Y, is
given as:

Y,=100cos(27 x (60 + )t + 10°)+ 10e”* cos(2m x 13£+20°)+

10" cos(2m x (120 — 13)¢+30°) 1)

The results shown in Fig. 8 reveal that the ITD performs
best under a variation in the fundamental frequency. This is
because the change in the fundamental frequency affects the
estimation of the eigenvalue more significantly with the con-
ventional algorithms than with the proposed ITD algorithm.
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Fig. 8. Estimation results of five algorithms under dynamic f;.
Similarly, to simulate the frequency variation of the SSCI
component, a synthetic signal ¥, was generated as:

Y,=100cos(27 x 60¢+ 10°)+ 10e"* cos(2m x (13 + 1)t +20°) +
10e”* cos(2m x(120 — 13 — )t +30°) (22)

The estimation results for the five algorithms under dy-
namic f,, are shown in Fig. 9. In this case, all algorithms
perform well because of proper mode selection.

When the step change in the amplitude of the fundamental
component is considered, the synthetic signal Y, is given by:
Y,=100[1 -0.1&(z—0.02)]cos(2m x 607+ 10°)+

10e* cos(2m x 13¢+20°)+ 10e”* cos(2m x (120 — 13)¢+30°)
(23)
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Fig. 9. Estimation results of five algorithms under dynamic f;

ssr°

Similarly, to simulate the step change in the amplitudes of
the SSCI components, the synthetic signal Y; is given by:
Y;=100cos(2m x 607+ 10°)+
10e#[1 — 0.1z — 0.02)]cos (27 x 13¢+20°)+
10e**[1 - 0.16(r— 0.02)]cos(2m x 107¢+30°)  (24)

The paired subfigures of Fig. 10(a), (c¢) and (b), (d) show
the estimated results of the SSCI components for Y, and Y,
respectively. Compared with the other four algorithms, the
proposed ITD algorithm performs best under step-change
conditions. This observation is confirmed by the mean and
variance of the relative errors between the estimated and real
values, as shown in Table IV.
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Fig. 10. Frequency and amplitude tracking performance of five algorithms
under fundamental and subsynchronous amplitude step-change conditions.
(a) Frequency with step change of fundamental component. (b) Frequency
with step change of SSCI component. (¢) Amplitude with step change of
fundamental component. (d) Amplitude with step change of SSCI compo-
nent.

The superior performance of the proposed ITD algorithm
is attributed to the separate estimation of the frequency and
amplitude. In general, even under a step change of ampli-
tudes, the proposed ITD algorithm could still accurately de-
termine the frequency of the SSCI, which in turn benefits
the fitness of the amplitude.



822 JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 11, NO. 3, May 2023

TABLE IV
MEAN AND VARIANCE OF RELATIVE ERRORS OF FIVE ALGORITHMS UNDER
AMPLITUDE STEP-CHANGE CONDITIONS

Algo- Frequency of  Amplitude of Frequency Amplitude of
rit}%m Y, (mean= Y, (mean=+ of Y, (mean+ Y, (mean=
variance) (%)  variance) (%) variance) (%) variance) (%)

Prony 89.97+323.93 278.44+2994.46 90.64+328.66 259.25+2663.11
ERA 8.44+2.74 49.27+230.92 1.78£0.05 5.66+1.14
MPM 10.48+5.07 33.58+101.50 1.74+0.11 6.43+1.56
TLS-

ESPRIT 12.36+5.86 39.64+87.96 1.37+0.08 5.69+1.21
ITD 0.15+0.00 8.75+£2.26 0.00+0.00 3.06+0.54

B. EMTP Simulations

An ERCOT wind power system is used to test the pro-
posed method [28]. As shown in Fig. 11, the system is mod-
eled on the PSCAD/EMTDC platform for electromagnetic
transient simulations. The system contains several WFs
based on doubly-fed induction generators, and a series capac-
itor is placed between buses 5 and 6.

WF2 o WEL ()
Z"i; ® /UT )\f_
1

WE 5 A =

WE4 o /ﬂT @__ @:
5 1

?

o) o

Fig. 11. Single-line diagram of ERCOT test system.

A detailed description of this system can be found in [28].
In this simulation, the minimum detection time module is
disabled to observe the tracking abilities of the five algo-
rithms.

The reference values in Fig. 12 are obtained by a high-or-
der low-pass filter, which can hardly be used in real time
but has satisfactory performance in offline analysis.

30 24.46 Hz

&
5 = 201
=]
g=10
&=

0
g 2000
o 1000+
E =5
g* 1000 (1.089 s, 24.46 Hz), meet the SSCI trip conditions
< 0.970 1.070 1.170 1.270 1.370

Time (s)
—Prony; —ERA; —MPM; —TLS-ESPRIT; —ITD; —Reference value
Fig. 12. Frequency and amplitude tracking performances of five algo-

rithms in SSCI event.

In this case, a three-phase fault occurs on one line be-
tween buses 5 and 8 at 1 s, which is cleared after 100 ms
(six cycles). The simulation results are shown in Fig. 13,
where a large transient is induced by the three-phase fault,
and the SSCI commences immediately after the fault is
cleared. Figure 12 and Table V show that all algorithms de-
tect the SSCI component before the fault is cleared because
there is indeed a transient component with a frequency of
24.46 Hz. However, only the proposed ITD algorithm accu-
rately captures the frequency of this transient, while the oth-
er algorithms detects a transient with an incorrect frequency
even before this transient appears. Thus, the proposed ITD
algorithm is more reliable than the other algorithms under
dynamic conditions.

1200

Current (A)
(=)

Voltage (kV)
<

-500 . . . .
0 0.5 1.0 1.5 2.0
Time (s)
Fig. 13. Current and voltage waveforms of SSCI event in an EMTP simu-
lation.

TABLE V
TIME FOR SENDING A WARNING SIGNAL WITH FIVE ALGORITHMS

Algorithm Time (s)
Prony 1.051
ERA 1.046
MPM 1.040
TLS-ESPRIT 1.046
ITD 1.089

IV. FIELD DATA VERIFICATION

To further validate the real-life performance of the pro-
posed method, we have collected the voltage and current
waveforms measured during the Guyuan and Hami SSCI in-
cidents in China, as shown in Fig. 14(a), (c) and (b), (d), re-
spectively. The corresponding results of the five algorithms
are shown in Figs. 15(a)-(c) and 16(a)-(c), respectively. The
reference value is again obtained using a well-designed low-
pass filter.

Compared with the conventional algorithms, the proposed
method is closer to the reference value, as shown in Figs. 15
and 16. Similar to the previous verifications, the mode order
of the conventional algorithms is determined through trial
and error to achieve the best performance. Their performanc-
es degrade significantly when the order is not properly se-
lected. A comparison of different rows in Table VI reveals
that a 40 ms data window is sufficient for the proposed ITD
algorithm. This indicates that a short window can be used in
practice to achieve good dynamic performance.
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Fig. 16. Frequency and amplitude estimation results of five algorithms of
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a 100 ms window. (¢) Amplitude with a 40 ms window. (d) Amplitude with
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V. REAL-TIME SIMULATION VALIDATION

To verify the performance of the proposed ITD algorithm
for real-time SSCI monitoring in practical engineering appli-
cations, a real-time simulation test is conducted [29]. An al-
gorithm complexity analysis and real-time simulation tests
are presented in this section.

A. Algorithm Complexity Analysis

The time complexity reflects the computation complexity
of the algorithm. This is the primary computation burden of
the algorithm in the controller and can be described by:

T,=0(n) (25)

where 7 is the number of instructions to run the algorithm;
and O is the symbol of the time complexity. The bigger # is,
the larger the computation burden will be. The time complex-
ity of each algorithm can be represented by its dominant
module. Therefore, the time complexities of the different al-
gorithms have been evaluated, with the results presented in
Table VII. The table shows that the proposed ITD algorithm
possesses the lowest computational burden, making it more
suitable for practical engineering applications.

B. Real-time Simulation Test

As shown in Appendix A Fig. Al, the wind power system
shown in Fig. 11 is modeled using the real-time simulation
device Typhoon HIL 402 with a step of 20 ps, and the simu-
lated analog voltage and current signals are fed into the DSP
28335 control board in which the proposed ITD algorithm is
embedded [30]. The sampling rate is 1000 Hz, and the win-
dow length is set to be 40 ms. Due to the greater computa-
tion burden of the singular value decomposition (SVD) oper-
ation and complex matrix operation, conventional algorithms
cannot complete their calculations within 1 ms in the DSP
platform. Therefore, only the proposed method is evaluated
with the HIL tests, where the purpose is to evaluate the its
computation performance in practical engineering applica-
tions.

A real-time simulation is achieved through interaction be-
tween the Typhoon HIL and DSP controller, which is shown
in Fig. 17. The wind power system under study is modeled
using the Typhoon HIL hardware. The Typhoon HIL device
runs the system and outputs current and voltage analog sig-
nals in real time. These current and voltage signals are fed
to the DSP board in which the proposed SSCI monitoring al-
gorithm was implemented. A flow of the proposed ITD algo-
rithm for the DSP board is shown in Fig. 17. The DSP con-
troller receives signals from the Typhoon HIL device using
an analog-to-digital converter (ADC). The digital signal is
then processed using a low-pass filter and then sent to the
ITD module. In this module, the signal is first fitted using
the improved ITD to obtain the frequencies of the fundamen-
tal and SSCI components. Then, the least-squares method is
used to estimate the phasor of the components. Finally, the
decision module determines whether oscillation occurs, and
a warning signal is sent to the Typhoon HIL based on the re-
quirements.
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TABLE VI
MEAN AND VARIANCE OF RELATIVE ERRORS OF FIVE ALGORITHMS

Relative error (mean + variance) (%)

Algorithm
GY-40-F GY-40-A GY-100-F GY-100-A HM-40-F HM-40-A HM-100-F HM-100-A
Prony 3.28+0.35 4.14+4.83 0.71+0.30 1.86+0.05 0.88+0.07 3.18+0.19 0.47+0.00 1.90+0.11
ERA 4.07+0.51 5.78+6.20 0.51+0.11 1.16+0.03 1.02+0.09 3.68+0.27 0.39+0.00 1.71+0.07
MPM 2.48+0.12 321+4.84 0.46+0.11 1.19+£0.03 0.87+0.07 3.26+0.23 0.52+0.00 1.92+0.07
TLS-ESPRIT 3.08+0.22 4.35+5.33 0.71+0.11 1.67+0.04 1.06+0.60 3.78+0.27 0.39+0.00 1.71£0.07
ITD 0.09+0.00 1.15+0.02 0.09+0.00 1.15+0.02 0.76£0.00 1.51+0.01 0.76 +0.00 1.51+0.01

Note: GY and HM stand for Guyuan and Hami, respectively; F and A stand for frequency and amplitude, respectively; and 40 and 100 stand for 40 ms and
100 ms, respectively.

TABLE VII
TIME COMPLEXITIES OF DIFFERENT ALGORITHMS

Algorithm Time complexity Dominating module
ITD 0(1061) Algebraic operation
Prony 0Q2772) Linear equations
ERA 0(3996) SVD operation
Matrix pencil 0(3996) SVD operation
TLS-ESPRIT 0(3996) SVD operation
Bandpass digital filter-based method 0(10°%) DFT operation
Improved iterative Taylor-Fourier multifrequency-model-based method 0(5245107) Matrix pseudoinversion and phasor estimation
}ri\i/i?rlid};()iv;érisiyétéﬁli 1 Typhoon HIL
Current signal Voltage signal Warning signal
Monitoring module DSP controller
Stage 1 Stage 2
Decision module
Signal reprocessing 0 'Vandermonde
Fit 1
module ——— matrix - Frequency range
ADC & filter - ] ”| - Oscillation magnitude
Eigenvalue 4 P
Oscillation e - The minimum detection time
component
Fig. 17. Real-time simulation of Typhoon HIL and DSP controller interaction.
The total simulation time is set to be 1.5 s. At £,=0.55 s, 61 1
the series capacitor was connected to trigger SSCI. The simu- i: <
lation results are shown in Fig. 18(a) and (b). 2 0 N
. . . 50
As shown in Fig. 18(c) and (d), the device detects the § %
SSCI 18 ms after its occurrence and satisfactorily tracks the © >
frequency and amplitude when the energy of SSCI increases. 5 05 Lo s 0s Lo s
Once the minimum detection time is achieved, the device Time (s) Time (s)
sends out a warning signal at #;,=0.617 s. This shows that - @ . ®)
the proposed ITD algorithm can quickly detect the SSCI and 5 15r g [
accurately identify SSCI parameters, even in the initial 3 0 < ITD (g i B
o . . . . [ | b
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In this paper, a simple and efficient algorithm is presented Fig. 18. HIL test results. (a) Current waveform. (b) Voltage waveform. (c)
for rapid detection and identification of SSCI. Estimated frequency. (d) Estimated amplitude.
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The main purpose of this paper is to improve the ITD al-
gorithm by incorporating the least-squares method. The main
conclusions can be summarized as follows.

1) The proposed ITD algorithm combines the advantages
of the original ITD algorithm and least-squares method, lead-
ing to a two-stage identification process. Results show that
the proposed ITD algorithm exhibits good dynamic perfor-
mance and anti-noise capability.

2) The proposed ITD algorithm is very simple and does
not require any prior information. Thus, it can be easily im-
plemented in hardware for real-time monitoring tests. A real-
time simulation test is conducted, which demonstrates that
the algorithm could perform well in practical engineering ap-
plications.

3) Comprehensive verification studies are conducted using
synthetic signals, EMTP simulations, and field-recorded
SSCI data. The results indicate that the proposed ITD algo-
rithm is more attractive than the conventional methods that
have been widely used in the industry.

APPENDIX A

> Typhoon HIL
= : 402 device

Fig. A1. Experimental platform of real-time simulation test.
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