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Field PMU Test and Calibration Method—Part 
II: Test Signal Identification Methods and Field 

Test Applications
Sudi Xu, Hao Liu, and Tianshu Bi

Abstract——Synchrophasor measurement units (PMUs) provide 
synchronized measurement data for wide-area applications. To 
improve the effectiveness of synchrophasor-based applications, 
field PMUs must be tested to ensure their performance and da‐
ta quality. In the companion paper (Part I), we proposed a field 
PMU test and calibration framework consisting of a PMU cali‐
brator and analysis center. Part I presents the development and 
test of the PMU calibrator. This paper focuses on the analysis 
center and field test applications. First, the critical component 
of the analysis center is the signal identification module, for 
which the step and oscillation signal identification methods are 
proposed. Here, the performance evaluation criteria of PMU in 
these two cases are different from others. The methods include 
a step signal detection method based on singular value decom‐
position (SVD), which has the capability of weak step detection 
to account for energy leakage of the signal during the step pro‐
cess, and an oscillation signal identification method based on 
SVD and fast Fourier transform, which can accurately extract 
oscillation components that benefit from the adaptive threshold 
setting method. Second, the analysis center software is imple‐
mented based on identification results. By integrating the PMU 
calibrator in Part I with the analysis center in Part II, we can 
examine in depth the field PMU test applications in three test 
scenarios, including standard, playback, and field signal test. 
Results demonstrate the effectiveness and applicability of the 
proposed field PMU test methods from both Parts I and II.

Index Terms——Phasor measurement unit (PMU), field test, sig‐
nal identification, oscillation.

I. INTRODUCTION

IMPROVEMENTS in the performance and data quality of 
the existing phasor measurement units (PMUs) require 

comprehensive field PMU test and calibration. The compan‐
ion study (Part I) [1] for this paper presents a general frame‐
work consisting of a PMU calibrator and analysis center for 

field PMU test across multiple scenarios. In addition, syn‐
chrophasor and signal denoising methods are proposed to en‐
sure the calibrator accuracy for complex field signals. Next, 
in this paper, we analyze the analysis center and present the 
applications for field PMU test.

The analysis center is a computer that receives measure‐
ment results and evaluates the performance of the field 
PMU. This includes three modules: signal identification, er‐
ror analysis, and performance evaluation. The signal identifi‐
cation module uses synchrophasor measurement to identify 
the signal types, as the field PMU has different measurement 
performances for different signal types. The error analysis 
module obtains the measurement errors of the PMU under 
test (PUT) by comparing the estimation results of the PMU 
calibrator and the PUT. The performance evaluation module 
determines the error levels according to signal type and inter‐
ference level.

Because the error analysis and performance evaluation 
modules can be realized with the ease based on PMU stan‐
dards [2], they are not discussed here. Instead, we focus on 
the signal identification module.

The field signal types are unknown. Because different 
field signal types require distinct evaluation indicators, iden‐
tifying that the signal types are necessary. According to 
PMU standards, static and dynamic signals can be divided 
into three types: frequency linear changing, distortion, and 
phasor nonlinear changing. The frequency linear changing 
signals include fixed frequency offset and frequency ramp‐
ing signals, which can be easily identified by the estimated 
frequency. In Part I, the PMU calibrator calculates the inter‐
ference content of the field signals, allowing the distortion 
signal to be determined. Thus, the signal identification mod‐
ule focuses on identifying nonlinear dynamic signals. Based 
on PMU standards and field signal analysis, typical nonlin‐
ear dynamic signals generally include step and modulation/
oscillation signals.

The step and oscillation of signals are critical in the evalu‐
ation of field PMUs [3], [4]. The measurement results dur‐
ing the step process are meaningless, leading to an irrelevant 
error analysis. In addition, synchrophasor algorithms exhibit 
different measurement performances under different oscilla‐
tion frequencies. Thus, distinct requirements must be em‐
ployed to evaluate the PUT estimation errors. The signal rec‐
ognition module of the proposed framework identifies the 
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two nonlinear dynamic signal types.
The existing step signal detection and identification meth‐

ods can be divided into three categories as follows. 
1) The methods based on real [5] and complex [6] wave‐

lets, which employ amplitude and phase information, respec‐
tively, to locate mutations. However, these methods are high‐
ly sensitive to noise and harmonics. In addition, they cannot 
determine whether the signal step is caused by the frequency 
components in the PMU measurement band or by harmonics 
and interharmonics.

2) The methods based on empirical mode decomposition 
(EMD) [7], local mean decomposition (LMD) [8], and varia‐
tional mode decomposition (VMD) [9], which perform multi-
scale decomposition of power signals. Hilbert transform is 
then implemented to obtain the instantaneous frequency of 
each frequency component, thus locating the step time. How‐
ever, these methods are limited by endpoint effects, whereas 
EMD and LMD exhibit mode aliasing. In addition, these 
methods have high-computational complexity and are sensi‐
tive to noise.

3) Discrete Fourier transform (DFT) [10] and S-transform 
(ST) [11]-[13], which estimate the fundamental amplitude of 
the field signal. The step signal is then detected based on the 
statistical characteristics of the amplitude, e. g., mean value 
and variance. However, the amplitude and phase angle are 
measured by the PMU or PMU calibrator. This means that 
employing the DFT or ST amplitude is unnecessary. In addi‐
tion, the statistical characteristics of the amplitude cannot ef‐
fectively reflect the features of depth steps of weak oscilla‐
tion. Therefore, these methods are generally not used to de‐
tect multi-step signal types.

The existing oscillation/component signal identification 
methods mainly include fast Fourier transform (FFT) and its 
variants [14], Prony [15], [16], EMD [17], TLS-ESPRIT 
[18], and Taylor Fourier transform [19]. These methods fo‐
cus on the extraction accuracy of the oscillation components 
while attempting to determine whether a frequency compo‐
nent is the random noise or an effective component is limit‐
ed. In addition, some methods may have large calculational 
burdens and cannot be applied in real time. Oscillation sig‐
nal identification does not require high accuracy. Thus, FFT 
is a better method for determining oscillation component pa‐
rameters due to its low-computational burden and high-nu‐
merical stability. However, FFT analysis cannot easily deter‐
mine whether a frequency component is an effective signal 
or noise. Therefore, a fixed threshold is commonly used to 
extract frequency components [14]. Yet, in a power system, 
different lines may exhibit distinct noise levels and oscilla‐
tion component amplitudes, which means that it is difficult 
to apply a fixed threshold value for multiple scenarios. To 
avoid this, an adaptive threshold-setting method is proposed 
to extract frequency components [20]. However, this method 
is limited by the fact that it misses the detection instances 
for small-oscillation component amplitudes.

Therefore, the following novel signal identification meth‐
ods are proposed in this paper to address the aforementioned 
problems.

1) Based on the energy leakage of the signal during the step 

process, a step signal detection method based on singular val‐
ue decomposition (SVD) is proposed. This method can detect 
the weak steps of fundamental and oscillation components.

2) Considering the high resolution of SVD, an oscillation 
signal identification method based on SVD and FFT is devel‐
oped. This method can adaptively set a threshold to separate 
oscillation components and random noises.

3) To verify the effectiveness of the proposed methods in 
Parts I and II, a test system that includes a PMU calibrator 
and analysis center is developed and applied to evaluate the 
performance of a field PMU in several test scenarios, includ‐
ing standard, playback, and field signal test.

The remainder of this paper is organized as follows. Sec‐
tion II presents the proposed detection and location method 
of the step signal. The identification method for the oscilla‐
tion signal is presented in Section III. Section IV describes 
the implementation of the analysis center software. Applica‐
tions of field PMU test and calibration platform are present‐
ed in Section V. Section VI concludes the study.

II. DETECTION AND LOCATION METHOD OF STEP SIGNAL

A. Analysis of Requirements

The PMU measurement objects are the synchrophasors of 
the static and dynamic signals. Field PMU data analysis re‐
veals the three-step signal types of field voltage signal in the 
power systems as shown in Fig. 1.

1) Fundamental step: field signals do not have oscillation 
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Fig. 1.　 Three-step signal types of field voltage signal. (a) Fundamental 
step. (b) Oscillation step. (c) Combined step.
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components, and only the fundamental component mutates, 
which is the most common scenario in a power system. Fig‐
ure 1(a) shows the amplitude of the field voltage signal, 
where the amplitude drops at 30 s from 68.3 kV to 67.9 kV 
(about 400 V, or 0.59%) at 30 s.

2) Oscillation step: field signals have oscillation compo‐
nents with a sudden change in oscillation depth. Figure 1(b) 
presents the measured amplitude of the field PMU during 
subsynchronous oscillation (SSO) with a 25-Hz oscillation 
frequency. The mean value of the phasor amplitude, i.e., fun‐
damental amplitude, is maintained at approximately 136.8 
kV, whereas the oscillation depth exhibits a sudden drop at 
42 s from 500 V to 300 V (0.15%).

3) Combined step: both the fundamental and oscillation 
components exhibit sudden steps. Figure 1(c) demonstrates the 
voltage amplitude, where the fundamental amplitude changes 
from 20.0 kV to 19.9 kV and the oscillation component disap‐
pears at 43 s (0.50% and 0.75%, respectively, which corre‐
spond to the percentage of step size of fundamental and osciua‐
tion components).

A step detection method is required to identify the three-
step signal types. Because the amplitude may be relatively 
small, the step detection method is also suitable for weak 
steps. In addition, the PMU test and calibration of the field 
signals have real-time requirements. Thus, the step detection 
method must have low computational complexity.

B. Proposed Step Detection Method

The existing methods are easily affected by interference 
components and cannot effectively detect the signal step for 
small sudden changes. Therefore, we propose a method 
based on SVD to detect and locate multi-step signal types. 
Because the synchrophasor can reflect sudden changes in 
both the amplitude and phase angle, it is used as the SVD 
object rather than as the amplitude or phase angle.

The step signal is caused by a sudden change in the main 
frequency components. Small-content components have a 
negligible influence on the mutation of the measurement re‐
sults. During the mutation process and following the imple‐
mentation of SVD, the fundamental and oscillation compo‐
nents exhibit energy leakages. This leaked energy has less ef‐
fects on the singular values of large frequency components. 
However, it enhances the singular values of small compo‐
nents at the step time, as shown in Fig. 2. Therefore, deter‐
mining the time-varying behavior of singular values enables 
the step signal to be identified.
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Fig. 2.　Time-varying behavior of singular values at step time.

To obtain the singular values, we adopt the synchrophasor 
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where H is the Hankel matrix obtained by mapping the one-
dimensional synchrophasor sequence X(n) (1 £ n £N) to a 
high-dimensional space; L is the number of matrix row; C is 
the number of matrix column; and N = C + L - 1. When N is 
even, L = N/2; and when N is odd, L =(N - 1)/2.

The singular values of H are then obtained by SVD:

H =UΣV T (2)

where U and V are the identity orthogonal matrices, which 
are the left and right singular matrices, respectively. Here, 
nondiagonal entries of Σ equal 0, and diagonal values are 
singular values:

Σ =

é

ë

ê

ê

ê
êê
ê

ê

ê ù

û

ú

ú

ú
úú
ú

ú

ú
σ1 0  0
0 σ2  0

  
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where σ1σ2σL are the singular values, and σ1 > σ2 > >
σL indicate their arrangement from the largest to the smallest.

Note that the elements of H are complex, whereas singu‐
lar values are real numbers. Each singular value corresponds 
to a frequency component, and its value is proportional to 
the amplitude of the frequency component. σ1 is the funda‐
mental component.

For the convenience of analysis, the singular values of Σ 
are extracted to construct the singular value spectrum s:

s = diag(Σ) (4)

where s is a column vector of size L × 1.
To obtain the time-varying curves of different singular val‐

ues, we move to the next data window (ΔT denotes the time 
interval of two data windows) and use the new phasor se‐
quence to obtain the new singular value spectrum.

Once K continuous singular value spectra are obtained, we 
construct a singular value spectral matrix S:

S =[s1 s2  sK ]T (5)

where S is composed of K continuous singular value spectra 
of size K × L; and S(:,k) is the singular value of the k th col‐
umn with time-varying elements.

S(:,1) represents the time-varying curve of the singular val‐
ue of the fundamental component, whereas S(:,2) to S(:,L) 
are the time-varying curves of the singular values of the re‐
maining components. In general, the number of effective fre‐
quency components in the measurement band (0-100 Hz) is 
less than 10. Thus, S(:,11) to S(:,L) can be regarded as weak 
components and used to detect the step signal. However, the 
effect of energy leakage during the signal step on the singu‐
lar values of the weak components decreases with the in‐
crease of k, as shown in Fig. 2. Multiple tests reveal that 
S(:,21) to S(:,L) are less affected by energy leakage of the step 
components. Thus, S(:,11) to S(:,20) are selected to detect the 
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synchrophasor step change.

C. Performance Verification

The window length of SVD data and the reporting rate of 
PMU calibrator are set to be 2 s and 100 Hz, respectively. 
In addition, as the time intervals of two data windows DT 
equal 0.1 s, the SVD is performed 10 times in 1 s (parame‐
ter selection is described in Supplementary Material A). The 
singular value of the 13rd column (S(:,13)) is used to detect 
the step change of the synchrophasor.

For field signals, the amplitude and phase angle may be 
time-varying, and the fundamental frequency may deviate 
from the nominal frequency. In addition, the signal may be 
polluted by random noise. Thus, the simulation signal can be 
described as:

x(t)= 50 2 (1 + 0.01εa (t))(1 + 0.1cos(2πfmt))×

cos (2πf0t + 0.1cos(2πfmt)+
π

180
εp (t)) + noise (6)

where fm is the modulation frequency; f0 is the fundamental 
frequency; and εa (t) and εp (t) are the unit step functions, 
which are defined as:

ì
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ï

εa (t)= {0
1

t < Ta

t ³ Ta

εp (t)= {0
1

t < Tp

t ³ Tp

(7)

where Ta and Tp are the time of the amplitude and phase 
step, respectively.

Subsequent test employs the following test parameters: 
test duration of 30 s; f0 = 50.1 Hz; fm = 5 Hz; the addition of 
50 dB white Gaussian noise to test the signal; Ta = 10 s; Tp =
20 s; the amplitude step size of 1% of the fundamental am‐
plitude; and the phase step size of 1° . Figure 3(a) presents 
the test signal, and Fig. 3(b) and (c) shows the amplitude 
and phase angle estimated by the synchrophasor algorithm 
proposed in Part I. The amplitude increases at 10 s. Howev‐
er, the location of the phase-angle step cannot be determined.

The proposed step detection method and disturbance iden‐
tification method in [4] are used to analyze the estimated 
synchrophasor. The comparison method in [4] is based on 
the discrete wavelet transform (DWT), which is commonly 
used to localize discontinuities.

Step-detection results of proposed and compared methods 
are shown in Fig. 4. The singular values of the 1st column 
represent the fundamental component, where the amplitude 
step can be reflected. However, the phase step cannot be di‐
rectly observed. The energy leakage results in a sharp in‐
crease in the  singular value of the 13rd column at 10 and 20 
s. This can be used to detect changes in the amplitude and 
phase angle step as well as the step time location. Level-1 
and level-2 coefficients of the DWT-based method exhibit 
the same behavior as the amplitude shown in Fig. 3. Howev‐
er, this behavior is unhelpful for step detection because no 
singular point exists as in Fig. 4(a). Thus, the proposed meth‐
od performs well in the detection of step signals under dy‐
namic and noisy conditions.
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III. IDENTIFICATION METHOD FOR OSCILLATION SIGNAL

A. Analysis of Requirements

In power electronics enabled power systems, in addition 
to traditional low-frequency oscillations, SSOs induced by 
sub/supersynchronous interharmonics frequently occur [21]. 
Currently, PMUs are used for SSO monitoring [22], [23]. 
Therefore, the range of the oscillation signal identification 
extends from 45-55 Hz to 0-100 Hz.

PMU measurement errors generally increase with oscilla‐
tion frequency. Thus, different oscillation frequencies should 
correspond to different error requirements. For example, the 
error requirements of an SSO should exceed those of low-
frequency oscillations. Thus, we identify the oscillation pa‐
rameters of the field dynamic signals, which provides a ba‐
sis for PUT performance evaluation.

Theoretically, each oscillation frequency corresponds to an 
evaluation index. However, this can be cumbersome in prac‐
tice. Following PMU test standards, the oscillation signal in 
the modulation frequency range of 0.1-5 Hz is associated 
with only a single evaluation indicator [1]. Therefore, a fre‐
quency band corresponds to an evaluation index instead of 
an oscillation frequency.

Currently, the maximum reporting rate is 100 Hz for a 50-
Hz power system. Therefore, the maximum measurement 
band of the synchrophasor is 0-100 Hz. Following PMU test 
standards, we divide this range into 5-Hz intervals, where 
each 5-Hz frequency band corresponds to an evaluation in‐
dex. For example, only one evaluation index is required for 
the 40-45 Hz oscillation components. Therefore, we extract 
only the dominant oscillation component in each frequency 
band without requiring high-identification accuracy for each 
component.

B. Proposed Identification Method

We next propose a method for identifying the oscillation 
components based on FFT and SVD. Because the synchro‐
phasor contains the oscillation components of the amplitude 
and phase angle, the analytical object of the proposed identi‐
fication method is also the measured synchrophasor of the 
PMU calibrator.
1)　Identification Idea

To overcome the difficulties of FFT in distinguishing the 
effective frequency components from noise in real time, we 
use the SVD method to determine the threshold value of the 
amplitude spectrum. We take advantage of the following 
SVD capabilities: ① the SVD method is implemented in 
step detection, and thus no computational burden is added; ② SVD has a higher frequency resolution compared with 
FFT; and ③ the singular value of the oscillation component 
is proportional to its amplitude, as shown in Supplementary 
Material B:

Aosc =
σosc

R
(8)

where Aosc and σosc are the amplitude and singular value of 
the oscillation component, respectively; and R is the ratio of 
the singular value to the amplitude, which is determined by 
the Hankel matrix dimension and window length of SVD da‐

ta. Therefore, determining the SVD threshold value enables 
us to obtain the FFT threshold value.

Each singular value corresponds to a frequency compo‐
nent in the synchrophasor, and the singular value spectra are 
arranged from the largest to the smallest. Thus, the oscilla‐
tion component with the larger amplitude must correspond 
to the previous singular value. Accordingly, a singular value 
threshold can be used to divide the effective and noise com‐
ponents:

σ1 > σ2 > > σk - 1 > σth > σk > σk + 1 > > σL (9)

where σth is the singular value threshold; σ1 - σk - 1 are the sin‐
gular values of the effective components; and σk - σL are the 
singular values of the noise components. The FFT-deter‐
mined threshold value of the amplitude spectrum Ath is then 
described as:

Ath =
σth

R
(10)

2)　Determination of Effective Order
To obtain the threshold, we must first determine the effec‐

tive order of singular values. Most of the existing methods 
assume a mutation point between the singular values of the 
effective and noise components. Various approaches have 
been proposed to determine the mutation point of the singu‐
lar-value spectrum, including the monotonously increasing 
function [24], relative difference [25], and median value [26] 
methods. However, the mutation point does not exist or can‐
not be easily located in complex field signals.

Accordingly, we consider singular values with a small pro‐
portion as random noise and obtain the singular values 
σ1 - σL of the synchrophasor sequence using (4). Based on 
this, the ratio of a singular value to the sum of its subse‐
quent singular values is determined as:

Ci =
σi

∑
k = i

L

σk

´ 100%
(11)

The indicator in (11) avoids the influence of large singular 
values on subsequent singular values.

To determine the effective order using the indicator in 
(11), conducting a numerical analysis is required. We as‐
sume that the power signal is composed of the following six 
frequency components:

x(t)= 50 2 cos (2π ´ 50.7t +
π
3 ) + 0.5 2 cos (2π ´ 45t +

π
4 ) +

5 2 cos (2π ´ 47.3t +
π
5 ) + 5 2 cos (2π ´ 48.3t +

π
6 ) +

0.5 2 cos (2π ´ 52t +
π
5 ) + 0.5 2 cos (2π ´ 53t +

π
6 ) +

noise
(12)

Figure 5(a) presents Ci under 30 dB of random noise. The 
first six ratios represent the effective components, where the 
subsequent ratios are random noise. The ratios of the effec‐
tive components exceed those of the noise components.

Figure 5(b) shows the ratio fluctuations of the singular val‐
ue of the 7th column C7 following the addition of several ran‐
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dom noise levels, where C7 is close to 10% at all noise lev‐
els. When the test signal contains several effective compo‐
nents, the first singular value ratio of the noise components 
remains close to 10% across different SNRs. Multiple tests 
indicate that singular values with ratios less than 10% 
should be considered as random noise.

Note that when the effective component content is small, 
it may be fused with random noise. In this case, the singular 
value ratio of the effective component may be less than 10% 
and the effective component cannot be identified. 

However, this does not affect the final PMU performance 
evaluation because the weak oscillation components have lit‐
tle effect on synchrophasor accuracy. In addition, each fre‐
quency band has only a single evaluation indicator. Thus, 
each indicator is only required to determine the dominant os‐
cillation component in each frequency band rather than accu‐
rately locating each oscillation component. This means that 
none of the weak components need to be identified.

When Ck is less than 10%, the first k-1 singular values 
are the effective singular values, and the effective order is 
equal to k-1. The singular value spectrum threshold can be 
determined adaptively using the method previously described.

σth =
σk + σk - 1

2
(13)

3)　Process of Oscillation Identification
Once the singular value spectrum threshold is obtained, 

we determine the relationship between the singular value 
and amplitude of the oscillation component. If the window 
length of SVD data and Hankel matrix dimension have been 
determined, the ratio of the singular value to the amplitude 
of a single frequency component is constant. In our experi‐
ments, we employ the window length of SVD data of 2 s 
and a Hankel matrix dimension of 101 × 100. Thus, the ratio 
of the singular value to the amplitude is approximately 142. 
In this case, the amplitude spectrum threshold can be ob‐
tained using (10).

In summary, the oscillation signal identification is per‐
formed according to the following steps.

1) The ratio R between the singular value and amplitude 
is calculated based on the SVD parameters.

2) FFT analysis and SVD are employed to obtain the am‐
plitude and singular value spectra of the synchrophasor.

3) Ci is calculated using (11) to determine the threshold 
σth of the singular value spectrum. Ath of the amplitude spec‐
trum is then obtained using (10).

4) The maximum amplitude of each frequency band is 
compared with Ath. FFT exhibits the fence effect, which can 
potentially lower the effective component altitudes to less 
than the threshold and which in turn requires that the maxi‐
mum amplitude, e. g., the interpolation FFT method [17], 
should be corrected. The corrected amplitudes are compared 
with Ath to determine whether they are effective components.

C. Performance Verification

1)　Simulation Test
The proposed method (threshold setting method A (SA)) 

is compared with the adaptive threshold setting method 
(threshold setting method B (SB)) proposed in [23]. The sim‐
ulation signal model is described in (12) with a random 
noise 30 dB. The amplitude spectrum of the synchrophasor 
is shown in Fig. 6(a), where the threshold values of SA and 
SB are 0.3 A and 0.1 A, respectively. Both methods can iden‐
tify the effective components and noise.

2)　Field Data Test
The recorded current data of the SSO in the renewable ar‐

ea are analyzed. Field signals are shown in Fig. 6(b), where 
the threshold values of 0.05 A and 1.15 A are given for SA 
and SB, respectively. The SB cannot identify the oscillation 
component at 26 Hz, whereas the SA can identify the effec‐
tive components, including those with a small amplitude (23 
Hz in Fig. 6(b)). Therefore, the proposed method improves 
the identification effect as compared with the SB and can be 
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effectively applied to field signals.

IV. IMPLEMENTATION OF ANALYSIS CENTER SOFTWARE 

We integrate the analysis described in Section III with the 
PMU calibrator described in Part I to implement an LAB‐
VIEW-based analysis center. Through this integration, we 
calculate the measurement errors and herein present the test 
results. The analysis center, as shown in Supplementary Ma‐
terial C, can be divided into three areas as follows.

1) Area A is used to present the estimation results of the 
PUT and PMU calibrator, including the amplitude and phase 
angle of the voltage and current signals, frequency, and rate 
of change of frequency (ROCOF).

2) Area B presents the estimation errors over a certain pe‐
riod (e. g., 1 min) and their maximum values, mean devia‐
tion, and standard deviation.

3) Area C presents the identification results of the voltage 
and current signal types, including the step and oscillation 
signals. For the step signal, the step time and time-varying 
curve of the singular values are presented, whereas for the 
oscillation signal, the oscillation time, amplitude, and fre‐
quency are reported in tables.

V. APPLICATIONS OF FIELD PMU TEST AND CALIBRATION 
PLATFORM 

In Part I, we introduce three field PMU test scenarios: 
standard, playback, and field signal test. Here, we present 
the PMU test results in these scenarios to demonstrate the ef‐
fectiveness of the proposed test system including the PMU 
calibrator and analysis center in Parts I and II, respectively. 
In this section, standard, playback, and field signal tests are 
presented in Section V-A, V-B, V-C, respectively.

The recorded voltage and current waveforms are used as 
the field test signals. The waveforms of 1 min are recorded 
as a COMTRADE file at a sampling rate of 1200 Hz. Thus, 
the recorded field data under disturbances are used in the 
playback and field signal test. To ensure clarity, we present 
the test results in tables and figures rather than in the inter‐
face, as shown in Fig. C1 of Supplementary Material C.

A. Standard Signal Test

The test setup is shown in Supplementary Material C, 
where the generator sends the test signals specified in IEEE 
standards to the PUT and PMU calibrator [27]. The PUT per‐
formance is quantified by comparing PUT and calibrator 
measurements. The test results are listed in Table I, where 
OOB stands for out-of-band test, AM stands for amplitude 
modulation test, PM stands for phase modulation test, TVE 
stands for the total vector error, FE stands for the frequency 
error, and RFE stands for the ROCOF error. PUT can meet 
the standard accuracy requirements, where the errors can be 
one order of magnitude lower than the limitations in interfer‐
ence and modulation test. In addition, the phasor accuracy is 
five times higher than the standard requirements. Therefore, 
PUT can be used to estimate the synchrophasor in real pow‐
er systems.

B. Playback Signal Test

In this test scenario, the generator shown in Fig. C1 is used 
to play back the field-recorded waveform under disturbances. 
Figure 7 presents the playback waveform containing the har‐
monics and interharmonics (23 Hz and 77 Hz, respectively), 
where the fundamental amplitude is time-varying. As the re‐
porting rate equals 50 Hz, PUT must reject the interharmon‐
ics.

The current shown in Fig. 7 is then transformed into the sec‐
ondary-side current for playback. Figure 8 shows the ampli‐
tudes measured by the PMU calibrator and PUT as well as the 
amplitude error (AE) of PUT. The amplitude does not oscillate 
with high frequency. Therefore, PUT can filter out the harmon‐
ics and interharmonics. In addition, the PUT can track the 
time-varying amplitude. However, it exhibits a slight attenua‐
tion effect on the high current amplitude. This results in an AE 
of 0.4%-0.6%, indicating that the parameters of this PMU re‐
quire the calibration or adjustments.
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TABLE I
THE MAXIMUM ERRORS OF PUT UNDER STATIC AND DYNAMIC CONDITIONS

Test type

Off-nominal

Harmonic

OOB

AM

PM

Frequency ramp

TVE (%)

IEEE

1.0

1.0

1.3

3.0

3.0

1.0

PUT

0.109

0.072

0.071

0.091

0.113

0.098

FE (Hz)

IEEE

0.005

0.025

0.010

0.300

0.300

0.010

PUT

0.00076

0.00043

0.00049

0.00200

0.00200

0.00200

RFE (Hz/s)

IEEE

0.1

14.0

14.0

0.2

PUT

0.011

0.001

0.057

0.053
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C. Field Signal Test

To test the field PMU in a substation, a corporation with 
related utilities is required. Thus, at this stage, the recorded 
and synchrophasor data of the field PMU are used to verify 
the performance of the test system in Scenario C. The PMU 
calibrator measures the synchrophasor of the recorded data 
to provide reference values. The phasor data of the PMU cal‐
ibrator and PUT are then compared to evaluate the PUT per‐
formance. In this case, the field PMU is an M-class PMU 
with a reporting rate of 100 Hz.

The field PMU is deployed in a substation of a renewable 
area that exhibits complex field signals (noisy, step, SSO, 
etc.). Therefore, this test scenario requires the implementa‐
tion of signal denoising and signal-type identification meth‐
ods. It should be noted that these methods are evaluated by 
simulation tests in [1] and earlier in this study. To further 
verify their performances, these methods are tested using 
field data.
1)　Denoising Method Test

The denoising method is proposed in Part I. Its parameter 
settings and denoising effects as compared with other denois‐
ing methods in simulation tests are also presented in Part I. 
Next, quasi-steady voltage and dynamic current signals are 
used to test the performance of the proposed denoising meth‐
od under static and dynamic conditions, respectively.

1) Quasi-steady signals
The measurements of the PUT and PMU calibrator are 

shown in Fig. 9, where “noise” denotes the results of the 
field PMU, DA is the proposed method, and DC is the SVD-
based denoising method (as shown in [1]) [28]. The DA and 
DC are implemented using the PMU calibrator. The field 
PMU does not use a denoising method. Therefore, its ampli‐
tude and frequency have many burrs and severe jitters, in‐
cluding 0.2-kV and 0.01-Hz jitters in amplitude and frequen‐

cy, respectively. Following signal denoising, the amplitude 
and frequency determined from the DC still exhibit fluctua‐
tions, where those of DA are smoother (with 0.05-kV and 
0.003-Hz jitters in amplitude and frequency, respectively). 
This indicates the improved ability of DA to denoise the 
field signals under a quasi-steady condition as compared 
with the DC, thus improving the estimation accuracy of the 
PMU calibrator.

2) Dynamic signals
The current signals in the renewable area may contain a 

high noise level, and SSO may also be present. The record‐
ed current waveform is shown in Fig. 10, where the ampli‐
tude is modulated at 26 Hz.

The estimated amplitudes are shown in Fig. 11. The ampli‐
tude of the current signal without denoising varies with 
time, and small fluctuations induced by random noise are 
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added to the dynamic amplitude. The DC method exerts a 
small denoising effect on the dynamic signals, with the de‐
noised amplitude exhibiting small fluctuations. With the pro‐
posed method, the amplitude of the denoised signal shows 
the same behavior of the change as the original amplitude, 
but the fluctuations are considerably suppressed. As a result, 
the proposed method shows good performance for dynamic 
signals in real power systems.

Thus, the simulation tests in Part I and field tests here in 
Part II fully verify the effectiveness of the proposed denois‐
ing method.
2)　Test of Step Detection Method

The data measured by PMUs during the step or transient 
processes are meaningless, leading to invalid results. 

This means that the results close to the step time should 
not be used to evaluate the performance of field PMUs and 
that locating the step time is required.

The proposed SVD-based method is used to monitor and 
locate the step time in real time. In Area C of Fig. A4 of 
Supplymentary Material A, the step time is recorded in ta‐
bles, allowing the analytical results to be located close to the 
step time. The following two cases are considered to verify 
the effectiveness of the proposed method.

1) Large step size
Figure 12(a) presents the time-varying curve of the 13rd 

singular values over 1 min. The singular values at 43 s ex‐
hibit a sudden change, indicating a step time of 43 s. Then, 
the recorded field current waveform and estimated results of 
the PUT and PMU calibrator close to the step time are 
found, as shown in Fig. 12(b) and Fig. 13. According to the 
waveform and amplitude, the amplitude step is also 43 s, 
with a step size of approximately 13%. Thus, the proposed 
method can accurately locate the step time.

Although the AE at the step time reaches 4%, it cannot be 
considered as the maximum error of the field PMU. The 
evaluations of PMU performance require an error close to 
the step time to be neglected. At this time, the maximum AE 
is approximately 0.6% due to the occurrence of SSO. This 
indicates the necessity of step detection in PMU evalua‐
tion.

2) Small step size
The step time in Area C of Fig. A4 of Supplementary Ma‐

terial A reveals an additional amplitude step. Figure 14(a) 
shows the time-varying curve of the 13rd singular value, 
where the singular values change suddenly at 17.5 s, indicat‐
ing the occurrence of an amplitude step. 

The waveform in Fig. 14(b) cannot reflect the amplitude 
step, but the estimated amplitudes of the PUT and PMU cali‐
brator in Fig. 15(a) drop at 17.5 s. The amplitude step size 
is only 0.5%. Therefore, the proposed step detection method 
shows good performance in the weak step of field signals.

Figure 15(b) shows that the maximum AE close to the 
step time increases to 0.5%, but this is an invalid result. The 
maximum AE of the field PMU is approximately 0.1% (ex‐
cluding errors close to the step time). This error can meet 
the application requirements [1]. In summary, the proposed 
method can detect and locate weak step signals and provide 
a reference for performance evaluation of PMUs.
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3)　Test of Oscillation Identification Method
Area C of Fig. A4 of Supplementary Material A shows 

the oscillation time, which can be used to locate the corre‐
sponding analytical results. A section of the oscillation sig‐
nals is selected to verify the effectiveness of the proposed os‐
cillation identification method.

The field current waveform during the oscillation time is 
shown in Fig. 16(a). FFT analysis reveals the field signal 
has sub/supersynchronous interharmonics of 31.5 Hz and 
68.6 Hz, respectively, resulting in an SSO of approximately 
18.5 Hz. The oscillation identification results are presented 
in Fig. 16(b), where the threshold obtained by the proposed 
method is 0.16 A. Thus, the oscillation components of 31 Hz 

and 69 Hz can be obtained, which are recorded in Fig. A4 
of Supplementary Material A. This demonstrates the effec‐
tiveness of the proposed oscillation identification method for 
field oscillation signals.

The measured amplitudes of the PUT and PMU calibrator 
are shown in Fig. 17. The field PMU is observed to sup‐
press the SSO components, leading to an AE of 20%. To ef‐
fectively monitor the SSO, the field PMU must be able to es‐
timate the synchrophasors of high-frequency oscillations. 
Thus, the synchrophasor algorithm of the field PMU must 
be improved for efficient monitoring of the SSO. For exces‐
sive AEs, if the oscillation frequency is not given, it is not con‐
ducive to an objective performance evaluation of field PMUs. 
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Therefore, the identification results shown in Fig. 16(b) can 
be used as a reference to evaluate the field PMU performance.

In summary, the proposed field test methods (including 
calibrator algorithms and signal identification methods) show 
good performance for complex field signals and thus can be 
used for field PMU test.

VI. CONCLUSION 

In the second part of this two-paper set, the analysis center 
of the field PMU test system is analyzed. The signal identifica‐
tion module, which includes step detection and oscillation 
identification, is the focus of this paper. The identification re‐
sults can provide an evaluation basis for field PMU error anal‐
ysis. The analysis center software is implemented using the 
LABVIEW language and verified through standard, playback, 
and field signal test. The test results from Parts I and II reveal 
the effectiveness of the proposed test system based on the 
PMU calibrator, and its potential role in the field PMU test 
and calibration in multiple scenarios is highlighted.

Future work will focus on promoting the application of 
the proposed test system and improving its reliability. In ad‐
dition, research work on the non-contact sampling of field 
current signals for test and calibration should be conducted 
to avoid the disconnection of field PMUs from power systems.
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