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Sequential Reconfiguration of Unbalanced 
Distribution Network with Soft Open Points 

Based on Deep Reinforcement Learning
Ziyang Yin, Shouxiang Wang, and Qianyu Zhao

Abstract——With the large-scale distributed generations (DGs) 
being connected to distribution network (DN), the traditional 
day-ahead reconfiguration methods based on physical models 
are challenged to maintain the robustness and avoid voltage off-
limits. To address these problems, this paper develops a deep re‐
inforcement learning method for the sequential reconfiguration 
with soft open points (SOPs) based on real-time data. A state-
based decision model is first proposed by constructing a Marko 
decision process-based reconfiguration and SOP joint optimiza‐
tion model so that the decisions can be achieved in milliseconds. 
Then, a deep reinforcement learning joint framework including 
branching double deep Q network (BDDQN) and multi-policy 
soft actor-critic (MPSAC) is proposed, which has significantly 
improved the learning efficiency of the decision model in multi-
dimensional mixed-integer action space. And the influence of 
DG and load uncertainty on control results has been minimized 
by using the real-time status of the DN to make control deci‐
sions. The numerical simulations on the IEEE 34-bus and 123-
bus systems demonstrate that the proposed method can effec‐
tively reduce the operation cost and solve the overvoltage prob‐
lem caused by high ratio of photovoltaic (PV) integration.

Index Terms——Data-driven, distribution network reconfigura‐
tion, deep reinforcement learning, distributed generation.

NOMENCLATURE

A. Indices

ϕ Index of phases A, B, and C

kij Indexes of node

ij Index of branch from node i to node j

o Index of soft open point (SOP)

s Index of state

t Index of time

B. Sets

ΩSOP Set of SOPs
A Set of actions
B Set of branches
P Set of transition probabilities
R Set of rewards
S Set of states
TSP Set of periods

C. Parameters

Δt Optimization period
Ddt Number of switching actions during period t
α Temperature coefficient

β, β̂ Parameters of Q target and Q network

θ, θ̂ Parameters of critic target and critic network
ηo Parameters of policy network o

γ Attenuation factor

ξ A large number
λSP Penalty factor (Boolean variable)
| B | Number of samples

cL
t Electricity price during period t

cs Per switch action cost
Hl The maximum number of switches in loop l

I ϕkmax The maximum current of branch k for phase ϕ

L Total number of loops

N Total number of buses
NSOP Total number of SOPs
P ϕdg

imax, Q
ϕdg
imax The maximum active and reactive output pow‐

er of distributed generation (DG) connected to 
bus i for phase ϕ

r, X Resistance and reactance
S SOP Capacity limit of SOP
U ϕ

imax, U
ϕ
imin The maximum and minimum voltages of bus i 

for phase ϕ

Z Total number of switches

D. Variables

δijt Binary variable representing the opening ac‐
tion of branch ij during period t
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¶ijt Binary variable representing the closing ac‐
tion of branch ij during period t

ASNR
t Sequential network reconfiguration (SNR) ac‐

tion during period t
ASOP

t SOP control strategy during period t
ASP

t Joint control strategy of SNR and SOP during 
period t

ASNR
tl SNR action on loop l during period t

I Current
P SOP, QSOP Active and reactive power of SOP

P, Q Active and reactive power

P inj, Qinj Active and reactive injection power

P sub, Qsub Active and reactive output power of generator 
connected to the node

P dg, Qdg Active and reactive output power of DG con‐
nected to node 

P load, Qload Active and reactive demand power

P inj, Qinj Three-phase active and reactive injection pow‐
er

PFdg Power factor of DG

S SP Bus injection power
S SP

t + 1 Bus injection power during period t + 1

U Voltage
zijt Binary variable denoting state 

I. INTRODUCTION

DISTRIBUTION network reconfiguration (DNR) is an 
effective way to optimize distribution network (DN) op‐

eration. DNR optimizes the operation state of the DN by 
controlling the sectional switch or tie switch and ensures 
that the optimization results satisfy the operational con‐
straints [1]. DNR can be divided into static DNR [2]-[5] and 
dynamic DNR. The static DNR is a single-stage decision 
method which is mainly used to optimize the state of the 
switch without changing the load condition of the DN. The 
latter is based on the dynamic optimization of the DN ac‐
cording to the load change and the operation constraints of 
the DN during different phases. In addition, sequential deci‐
sion-making (SDM) is a time-sequential multi-stage optimi‐
zation problem, where a controller can interact with system 
to obtain various sequential decisions (strategies) to maxi‐
mize gains or minimize losses [6]. The SDM problem is 
more complex than a series of multiple independent decision 
problems since the controller considers the long-term effects 
of its decisions [7]. Thus, according to the definition of 
SDM, dynamic DNR can also be called sequential network 
reconfiguration (SNR) or multi-stage reconfiguration, which 
is more suitable than static DNR for the requirements of the 
actual operation of the DN [8].

Considering the factors such as switching cost and surge 
current of closing loop, it is impossible for the tie switch to 
be disconnected frequently. Therefore, the traditional DNR is 
difficult to realize real-time topology adjustment. However, 
the soft open points (SOPs) can change the transmission 
power in real time, adjust the operating status, and realize 

the flexible interconnection between feeders [9]. Compared 
with traditional switch operation, SOP can control the power 
flow accurately and flexibly. Nevertheless, considering the 
high investment of SOP, it cannot completely replace the tie 
switch in the short term [10]. Therefore, it is worthwhile to 
investigate SNR considering SOP (SP).

The SP is a typical mixed-integer nonlinear programming, 
and the main solution methods include meta-heuristic algo‐
rithm (MHA) and mixed-integer programming (MIP). MHA 
is the product of the combination of random algorithm and 
local search algorithm, i.e., particle swarm optimization [10], 
[11], simulated annealing algorithm [12], and grey wolf opti‐
mizer [13]. However, the computational burden of MHA is 
usually too heavy and cannot be used for real-time decision-
making. MIP is a more popular method, which uses mathe‐
matical models to describe the problem of DNR, and then 
obtains the optimization results through some mathematical 
optimization methods, like second-order cone programming 
[14]-[16] and mixed-integer linear programming [17]. How‐
ever, MIP still encounters significant challenges when ad‐
dressing mixed-integer optimization with large numbers of 
integer variables [18]. Furthermore, existing control algo‐
rithms are typically determined offline, which are less opti‐
mized and unable to adapt to unknown system changes [19].

Recently, with the development of artificial intelligence 
technology, power system dispatching methods based on his‐
torical data and deep reinforcement learning (DRL) have at‐
tracted researchers’  attention [20], [21]. DRL formulates the 
optimization problem considering the uncertainty as a ran‐
dom dynamic program with unknown state transition proba‐
bility [22]. In [22], a DRL-based voltage control method is 
proposed, making voltage control strategies according to the 
real-time system conditions. In practice, the system operators 
expect to make decisions based on the real-time state with 
consideration of uncertainty in the future [23]. Therefore, in 
[23], a Marko decision process (MDP) based DNR method 
is proposed, using a dynamic programming approach to real‐
ize real-time decision-making. In [1], a batch-constrained 
DRL algorithm without the interaction with DN for the dy‐
namic DNR problem is proposed, using the historical recon‐
figuration data to learn the SNR strategy. However, the DNR 
optimization alone is difficult to alleviate the system over‐
voltage problem caused by distributed generation (DG) with 
high penetration. And DNR decision is a discrete variable 
and SOP control result is a continuous variable. The existing 
DRL-based DNR method cannot solve the joint optimization 
problem of SOP and DNR. Therefore, it is necessary to 
study the DRL-based SP problem.

To address the challenges mentioned earlier, a DRL meth‐
od for interaction with DN is proposed to solve the SP prob‐
lem, which formulates the SP as a decision-making problem 
with multi-dimensional action space to minimize the opera‐
tion cost. The SP model is first converted to an SP based on 
the Marko decision process (SP-MDP) model to construct a 
real-time decision model. The bus injection power is used as 
the state quantity, and the SP optimization strategy is taken 
as the action quantity. Then, a DRL framework including 
branching double deep Q network (BDDQN) and multi-poli‐
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cy soft actor-critic (MPSAC) algorithm is proposed to learn 
the SP control strategy with the SP-MDP model. Further‐
more, the proposed method is evaluated on the IEEE 34-bus 
system and IEEE 123-bus system with high photovoltaic 
(PV) penetration. Numerical study results show that the pro‐
posed DRL method can successfully learn the SP control 
strategy and reduce system operation cost.

The significant contributions of this paper are listed below.
1) A DRL-based SNR and SOP joint optimization method 

is proposed, which constructs the state-based SP decision 
model with MDP theory, obtains decision results in millisec‐
onds, and improves system operation economics compared 
with DNR.

2) A DRL framework is proposed including BDDQN for 
learning reconfiguration strategy by multi-dimensional action-
value function and MPSAC for learning SOP control strate‐
gy through multi-policy network collaboration, which has 
better learning stability and performance than traditional 
DRL algorithm.

3) The proposed method uses the pre-trained BDDQN-MP‐
SAC (BD-AC) agent and real-time bus injection power col‐
lected by the SCADA system or phase measurement unit 
(PMU) system to make optimization decisions. Thus, the in‐
fluence of DG and load uncertainty on SP decision-making 
has been reduced to the most extent.

The remainder of this paper is organized as follows. The 
reinforcement learning modeling for SNR is presented in 
Section II. A DRL-based SP-MDP solution model is formu‐
lated in Section III. The case study is presented in Section 
IV and the conclusions are shown in Section V.

II. REINFORCEMENT LEARNING MODELING FOR SNR 

In this section, the traditional mathematical model of the 
unbalanced SP is firstly introduced. Then, according to the 
characteristics of the DN, the SNR problem is converted in‐
to the SNR-MDP.

A. Function and Mathematical Model of SOP

According to different control methods, SOP can be divid‐
ed into three types: unified power flow controller, static syn‐
chronous series compensator, and back-to-back voltage 
source converter (B2B-VSC). This paper takes B2B-VSC as 
an example to explain the function and control mode of SOP 
in the DN, as shown in Fig. 1.

B2B-VSC can precisely regulate the active power transmit‐
ted between two feeders and provide reactive power support. 
The variables for SOPs consist of the three-phase active out‐
puts Pϕ of the converter VSC1 and three-phase reactive pow‐

er outputs of two converters. Assume that the active power 
of the two converters is equal, i.e., the active power output 
of VSC2 is -Pϕ. The three-phase reactive power output of 
two converters is not affected by each other due to the DC 
isolation, so it only needs to satisfy the capacity constraints 
of each converter [24]. If the three-phase SOP consists of 
three single-phase SOP modules, the three-phase power of 
the SOP can be controlled independently. We take the PQ-
VdcQ control of B2B-VSC to illustrate the mathematical 
model of SOP [25] with the following constraints.
1)　Active Power Constraint for SOP

P SOPϕ
oit +P SOPϕ

ojt = 0    oÎΩSOP (1)

2)　Capacity Constraints for SOP

ì

í

î

ïïïï

ïïïï

(P SOPϕ
ojt )2 + (QSOPϕ

ojt )2 £ S SOPϕ
oj

(P SOPϕ
oit )2 + (QSOPϕ

oit )2 £ S SOPϕ
oi

(2)

The operation efficiency of SOPs can reach 98% [8], [26]. 
Thus, the power losses of SOPs are ignored in this paper.

B. Mathematical Model of SP

The objective function of SP is to minimize the operation 
cost of DN, including the energy loss and switch action cost. 
Note that Δt is the optimization period, which is equal to 1 
hour.

f =min∑
ϕ
∑
t = 1

|TSP|

cL
t ( )∑

ijÎB

(I ϕijt )
2r ϕij Δt +∑

t = 1

|TSP|

csDdt (3)

The decision variables are network topology and the three-
phase control strategy of SOP. While optimizing the objec‐
tive function, the following constraints need to be met.
1)　Power Balance Constraints

The distribution load flow equations [27] are used to en‐
sure the power balance:

ì

í

î

ïïïï

ï
ïï
ï

∑
kiÎB

(P ϕ
kit - (I ϕkit )

2r ϕki )-∑
ijÎB

P ϕ
ijt =P ϕinj

it

∑
kiÎB

(Qϕ
kit - (I ϕkit )

2 X ϕ
ki )-∑

ijÎB

Qϕ
ijt =Qϕinj

it

(4)

(U ϕ
jt )

2 = (U ϕ
it )

2 - 2(P ϕ
ijtr

ϕ
ij +Qϕ

ijt X
ϕ

ij )+ (I ϕijt )
2 ((r ϕij )2 + (X ϕ

ij )2 )   (5)

(I ϕijt )
2 (U ϕ

ijt )
2 = (P ϕ

ijt )
2 + (Qϕ

ijt )
2          "ijÎB (6)

ì
í
î

ïï
ïï

P ϕinj
it =P ϕsub

it +P ϕdg
it -P ϕload

it

Qϕinj
it =Qϕsub

it +Qϕdg
it -Qϕload

it

(7)

2)　Bus Voltage Constraints

U ϕ
imin £U ϕ

it £U ϕ
imax (8)

To ensure the power quality of DN, the bus voltage needs 
to be limited within a safe range.
3)　Branch Power and Current Constraints

The branch power and current need to be limited within a 
safe range during DNR.

ì
í
î

ïï

ïï

|S ϕ
ijt| £ zijS

ϕ
ijmax

 |I ϕijt| £ zij I
ϕ
ijmax

    ijÎB (9)

DG

Load 1 Load 2

Load 3

AC

DC

DC

AC

Feeder 1

Feeder 2

Tie switch SOP

VSC1

VSC2

DG

Fig. 1.　Function and control mode of SOP in DN.
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4)　Switch Action Constraints
The frequent action of a switch will shorten its life span. 

Therefore, limiting the number of switch actions is neces‐
sary to minimize the switching loss while reducing the net‐
work loss.

ì

í

î

ï
ïï
ï

ï
ïï
ï

zijt - 1 - zijt £ δijt

zijt - zijt - 1 £ ¶ijt∑
tÎ T
∑
ijÎB

(αijt + ¶ijt ) £ 2Smax

(10)

5)　Topological Constraint
The DN must have radial topology with all the buses ener‐

gized. ∑
(ij)ÎB

zijt =N - 1 (11)

6)　DG Constraints
The DG operation constraints can be expressed as:

ì
í
î

ïï

ïïïï

Qϕdg
it =P ϕdg

it tan(arccos(PFdg ))

(P ϕdg
it )2 + (Qϕdg

it )2 £ S DG
ϕi

(12)

Then, combining the objective function (1) and constraints 
(2) - (12), we propose a state-based SP decision optimization 
model based on MDP theory.

C. Application of MDP in SP

RL aims to learn the optimal policy through the interac‐
tion process between the agent and the environment. An RL 
problem can be modeled with MDP, which is a standard for‐
malism for solving SDM problems based on Markov process 
theory [28]. It can be expressed as:

MDPÛ SAPRγ (13)

The detailed introduction of MDP to solve SDM problems 
can be found in [29]. According to the above objective func‐
tion and constraints in the SP model, the radical factors 
which can affect the optimal SP solution are the bus injec‐
tion power in each period. Therefore, the set of bus injection 
power in each period is defined as a state set SSP, which can 
be expressed as:

S SP ={P inj
t Qinj

t }    P inj
t Qinj

t ÎR1 ´ 3NtÎ TSP (14)

Afterward, the mixed-integer action set can be defined as 
a combination of SNR and SOP control strategies.

ASP ={ASNR
t ASOP

t }    ASNR
t ÎR1 ´ LA

SOP
t ÎR1 ´ 12NSOP

tÎ TSP

    (15)

To accommodate the radial operating characteristics of the 
DN, the ASNR

t  is coded according to the position of action 
switch in the fundamental loop. Take the modified IEEE 34-
bus system in Fig. 2 as an example [18]. The fundamental 
loop of the IEEE 34-bus system is written as:

H =
ì

í

î

ïïïï

ïïïï

[16 17 20 25 27 29 30 37]    loop 1

[13 14 15 25 27 36]    loop 2

[3 5 6 7 34]    loop 3

If the action switches during period t are s5, s25, and s27, 
ASNR

t =[245].

Then, xϕjo Î[01] ( j = 1234) are used to represent the con‐
trol variables of an SOP to ensure that the SOP control strat‐
egies satisfy constraints (2) and (3). The relationship be‐
tween the floating points and the corresponding control strat‐
egies can be expressed as:

ì

í

î

ï

ï
ïï
ï

ï

ï

ï
ïï
ï

ï

P SOPϕ
oi = xϕ2o S SOPϕ

o (sgn(xϕ1o - 0.5)- sgn(0.5 - xϕ1o ))

P SOPϕ
oj =-P SOPϕ

oi

QSOPϕ
oi = xϕ3o (S SOPϕ

oi )2 - (P SOPϕ
oi )2

QSOPϕ
oj = xϕ4o (S SOPϕ

oj )2 - (P SOPϕ
oj )2

(16)

According to the state set SSP and action set ASP, the state 
transition probability of SP between S SP

t  and S SP
t + 1 can be writ‐

ten as:

P ASP
t

S SP
t S SP

t + 1
= p(S SP

t + 1|S
SP
t ASP

t ) (17)

The goal of MDP is to find a series of optimal strategies 
that can maximize the cumulative reward Gt, as shown in 
(18). Note that RSP

t  is the reward during period t, which is 
modeled based on the objective function (3). 

Gt =RSP
t + γRSP

t + 1 + γ
2 RSP

t + 2 + (18)

To achieve the target of maximizing Gt while minimizing 
the operation cost, the reward RSP

t  is set as the penalty divid‐
ed by the operation cost.

RSP
t =R(S SP

t ASP
t )=

1 - (1 - λSP )ξ

∑
ϕ

cL
t ( )∑

ijÎB

(I ϕijt )
2r ϕij Δt + csDdt

(19)

Branch (tie switch)Branch (sectional switch);

1
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4
21
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13 14 15
27
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17 18 19

22 23 24

28

29

30

31
32

33

34

s1

s2

s3

s5

s6

s7

s9

s24
s13

s14

s15

s25 s27 s16

s17

s23

s4

s20

s29

s30

s31

s34

s36

20s18 s21 s22

s8 s10 s11

s12

s19

s32

s33

s28 s26

s37

SOP1

SOP2

Fig. 2.　Modified IEEE 34-bus system.
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If ASP
t  satisfies the operation constraints (4) - (12), λSP = 1 

and RSP
t > 0; otherwise, λSP = 0 and RSP

t < 0. For example, after 
action ASP

t  generated by the agent is transmitted to the envi‐
ronment, it does not satisfy the voltage constraint of the sys‐
tem, then the environment gives the agent a negative reward, 
i. e., punishment. Conversely, when ASP

t  satisfies the con‐
straint, the environment will give the agent a positive re‐
ward. And the smaller the operation cost of ASP

t , the greater 
the value of the RSP

t .
In the state S SP

t  with action ASP
t , the expectation of Gt can 

be defined as state-action value Q(S SP
t ASP

t ). It can be ex‐
pressed in a recursive form called the Behrman equation.

Q(S SP
t ASP

t )=E(Gt|S
SP
t ASP

t )=E(R(S SP
t ASP

t ))+

 γ ∑
S SP

t + 1Î S SP

P ASP
t

S SP
t S SP

t + 1
Q(S SP

t + 1A
SP
t + 1 ) (20)

The method of solving SP-MDP is to find a set of optimal 
SP sequence control strategies to maximize the Q-value. The 
above process transforms an SP problem into an SP-MDP, 
whose brief framework is shown in Fig. 3.

Under the framework of SP-MDP, the agent generates to‐
pology and SOP control action ASP

t  according to the state S SP
t  

of the DN during time t. And ASP
t  is transmitted to the DN 

for power flow calculation to get a reward RSP
t . Then, the 

above operations are repeated at next time step. Finally, a se‐
ries of strategies that can maximize Gt are learned through a 
closed-loop iteration.

However, it is worth noting that in the realistic DN, the 
change of bus injection power state between adjacent peri‐
ods is an uncertain random process, which is affected by the 
weather and the user’s electricity consumption behavior. 
Thus, it is difficult to give an explicit mathematical expres‐
sion for the state transition probability in the SNR-MDP. 
Therefore, the model-free DRL algorithm with neural net‐
works (NNs) is used to solve the SP-MDP model.

III. DRL-BASED SP-MDP SOLVING METHOD 

In this section, a DRL joint optimization solution method 
based on double deep Q network (DDQN) and soft actor-crit‐
ic (SAC) framework is constructed to exploit the advantages 
of different DRL methods for discrete and continuously vari‐
able control. Then, the BDDQN based on the fundamental 

loop matrix is proposed, converting the reconfiguration deci‐
sion problem into a multi-dimensional action space decision-
making problem. Finally, the MPSAC based on the multi-
policy network is proposed to learn three-phase SOP control 
strategies.

A. Solution Framework for SP-MDP

DRL combines deep learning and RL. The perception of 
deep learning is used to solve the modeling problems of poli‐
cy and value function. And the decision-making ability of 
RL is used to define problems and optimize goals. The popu‐
lar DRL algorithms for solving the MDP problem are 
DDQN that controls discrete variables and SAC that controls 
continuous variables. The detailed introduction of DDQN 
and SAC can refer to [30] and [31].

However, the state and action set will be too large due to 
many combinations of various control elements in the DN 
and the strong coupling. The agent cannot perform compel‐
ling exploration and training. Therefore, this paper proposes 
a solving method based on improved DDQN and SAC to re‐
alize the optimal joint control of DNR and SOP. In this pa‐
per, the proposed method is divided into two stages: offline 
training and online execution. The joint optimization frame‐
work of DRL is shown in Fig. 4.

In the offline training stage, BDDQN and MPSAC (BD-
AC) agents learn the DN topology and SOP control strategy. 
Two agents share the reward RSP

t  and cooperate to learn the 
SP control strategies that maximize the cumulative reward. 
In the online execution stage, the DRL-based method can 
make decisions directly according to the real-time DN mea‐
surement data [32] to realize the optimal control of SP.

B. Proposed BDDQN Approach

The DDQN uses two NNs, i.e., Q network Qpre and target 
Q network Qtar, to approximate state-action value (20) with 
the same architecture. Assuming that the data 
{S SP

t ASNR
t RSP

t S SP
t + 1} are sampled from experience pool 

M SNR, S SP
t + 1 is input to the Q network, and the action ÂSNR

t + 1  
can be selected based on the greedy strategy.

ÂSNR
t + 1 = arg max Qpre (S SP

t + 1~; β)    ς £ ε (21)

where ςÎ[01] is a random number; ε is the greedy selection 
factor. If ς > ε, ÂSNR

t + 1  is a random action. The action with the 
largest Q-value is the SNR strategy that can minimize the 
operation cost.

However, applying DDQN to DNR tasks requires address‐
ing the combined growth of the number of possible actions 
and the number of action dimensions [31]. Due to the switch 
state in the DN being restricted by its operation characteris‐
tics, the one-dimensional action space cannot be used to vi‐
sually describe the action relationship between switches. Tak‐
ing Fig. 2 as an example, the IEEE 34-bus system has 6 ´ 5 ´
8 = 240 switch combinations. DDQN needs to select an opti‐
mal strategy from 240 strategies at each iteration. Moreover, 
when the scale of the DN expands, the possible switch com‐
binations are shown explosive growth, which significantly in‐
creases the difficulty in learning the SNR control strategy.

To solve this problem, we propose a BDDQN based on 
branching dueling Q-network (BDQ) [33]. 

Distribution network

...

...

...

...

...

...

... ...

...

Agent

...

State SSP
t

t+1

Reward RSP
t Action ASP

t

Fig. 3.　MDP framework of sequential DN reconfiguration.
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The BDQ has the same number of sub-actions for each ac‐
tion dimension. However, the number of switches in each 
loop usually differs in the DN. Therefore, compared with 
BDQ, the significant advantage of BDDQN is that the 
length of the Q-value vector in each dimension can be ad‐
justed adaptively according to the number of switches in 
each loop.

In Fig. 5, the improved Q network can output the poten‐
tial action value Bd (S SP

t ASNR
tlh ) of each switch according 

to S SP
t .

Moreover, the mean operator [33] is used to express the 
Q-value matrix:

Qpre (S SP
t ASNR

tlh )=Bd (S SP
t ASNR

tlh )-
1
Z∑lh Bd (S SP

t ASNR
tlh ) (22)

where lÎ{12L}; and  hÎ{12Hl }. Therefore, the ele‐
ment in Qpre is the value produced by the switch action in 
the state S SP

t . For example, Qpre (S SP
t ASNR

t11 ) is the action val‐
ue of branch 16 that disconnects in the IEEE 34-bus system.

Then, the reconfiguration result in t + 1 for each loop can 

be selected according to greedy selection.

ASNR
t + 1l = arg max

ASNR
t + 1lh

(Qpre (S SP
t + 1A

SNR
t + 1lh )β)    ς £ ε (23)

According to (21), BDDQN can select a switch with the 
maximum value in each row of Qpre (S SP

t + 1A
SNR
t + 1lh ) to consti‐

tute a complete reconfiguration strategy. In this way, the 
original one-dimensional complex decision-making process 
can be transformed into a multi-dimensional simple decision-
making process.

The target Q network is used to evaluate the Q-value of 
the SP strategy given by the agent. It can be expressed as:
Qtar (S SP

t ASNR
tl )=

ì

í

î

ïïïï

ïïïï

RSP
t                                                                                                                                            t = ||TSP

RSP
t + γQtar (S SP

t + 1arg max
ASNR

t + 1l

Qpre (S SP
t + 1A

SNR
t + 1l ; β); β̂)    t < ||TSP

(24)

Then, the Q target-value and Q-value are input to the loss 
function JQ (β) to update the Q network parameters.

JQ (β)=
1

|| D ∑
{S SP

t ASNR
t RSP

t S SP
t + 1 }ÎM SNR

1
L∑l = 1

L

(Qtar (S SP
t ASNR

tl ; β̂) -

Qpre (S SP
t ASNR

tl ; β))2 (25)

BDDQN agent learns the optimal SNR control strategy by 
adjusting its Q network parameters β̂ and β towards minimiz‐
ing the operation cost objective.

C. Proposed MPSAC Approach

As shown in Fig. 4, MPSAC has multiple policy net‐
works, each policy network πsopo outputs the three-phase 
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Fig. 5.　Structure of Q network.
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control variables of a single SOP and shares a critic net‐
work. The critic network and target critic network have the 
same structure.

Unlike BDDQN, MPSAC algorithm learns policy net‐
works and critic networks. The critic network evaluates SOP 
control actions generated by the policy networks to mini‐
mize the operation cost. Moreover, to improve the explora‐
tion efficiency of the algorithm, the optimization objective 
of the MPSAC is to maximize the sum of cumulative return 
and action entropy.

J(πsop )=max∑
t = 1

||TSP

E ( )RSP
t + α∑

o = 1

O

Ho (πsopo (~∣S SP
t )) (26)

where Ho (·) is the action-entropy function of πsopo; 
πsopo (~∣S SP

t ) generates a distribution of SOP control strate‐
gies in S SP

t ; and ÂSOP
t  is sampled from the distribution. The 

larger the value of Ho (·), the more random the SOP control 
action generated by the policy network. Ho (·) can be ex‐
pressed as [31]:

Ho (πsopo (~∣S SP
t ))=E

ÂSOP
t + 1 ~πsopo (×∣S SP

t )[ ]-lg πsopo (ÂSOP
t ∣S SP

t )     (27)

Assume that the SOP control action is Gaussian distribut‐
ed with mean μ(S SP

t ) and covariance σ2 (S SP
t ), where μ(S SP

t ) 
and σ2 (S SP

t ) are parameterized by the policy network [31]. 
The policy function can be expressed as:

πsopo (~∣S SP
t )=N(μo (S SP

t )σ 2
o (S SP

t )) (28)

MPSAC is divided into two parts: policy evaluation and pol‐
icy improvement. Assuming that the data {S SP

t ASOP
t RSP

t S SP
t + 1 } 

are sampled from experience pool M SOP, in the policy evalua‐
tion part, the action value of μ(S SP

t ) is evaluated through the 
target critic network, which can be expressed as:

ì

í

î

ïïïï

ïïïï

Qsoft (S
SP
t ÂSOP

t )=RSP
t + γVsoft (S

SP
t + 1 )

Vsoft (S
SP
t + 1 )=Qcrit (S

SP
t + 1Â

SOP
t + 1 )+ α∑

o = 1

O

Ho (πsopo (~∣S SP
t + 1 ))

   (29)

where ÂSOP
t  is equivalent to μ(S SP

t ). Then, to learn the param‐
eters θ and θ̂ of the critic networks, Qsoft (S

SP
t ÂSOP

t ) and 
Qcri (S

SP
t ÂSOP

t ; θ) are input to the critic loss function JQsoft
(θ), 

which can be expressed as:

JQsoft
(θ)=

1
|| D ∑

{S SP
t ASOP

t RSP
t S SP

t + 1 }ÎM SOP

(Qcri (S
SP
t ÂSOP

t ; θ)-

Qsoft (S
SP
t ÂSOP

t ; θ̂))2 (30)

In the policy improvement part, the optimization of policy 
network parameters η is achieved by minimizing the policy 
loss function Jπ (η), which can be expressed as [31]:

Jπ (η)=
-1

|| D ∑
{S SP

t ASOP
t RSP

t S SP
t + 1 }ÎM SOP

α∑
o = 1

O

Ho (πsopo (~∣S SP
t ; η)) +

Qcri (S
SP
t ÂSOP

t ; θ) (31)

MPSAC agent can also learn the optimal SOP control 
strategy by adjusting its NN parameters η, θ, and θ̂.

D. Summary of Proposed Algorithm

The above process can establish the BD-AC algorithm in 
multi-dimensional action space. Furthermore, the optimal SP 

strategy to reduce operation cost can be found by iterative 
training NN. The specific flow is summarized in Algo‐
rithm 1.

In summary, the difference between the proposed method 
and the traditional SNR method is as follows.

The traditional SNR method requires an optimization algo‐
rithm to find an offline solution to optimize the objective 
function value. Moreover, the traditional SP method uses the 
predicted value of load and DG output to obtain the SP solu‐
tion, that is why it requires considering the uncertainty of 
DG output and load.

However, after the BD-AC agent is trained off-line, the 
proposed method has learned the mapping relationship 
π(SSPASP ) from the historical data. And in the online execu‐
tion stage, the real-time bus injection power collected by the 
SCADA system or PMU system [19] can be input into the 
trained agent to obtain SP strategy immediately. Therefore, 

Algorithm 1: DRL-based SP control algorithm

  1) Offline training
Input: historical dataset, discount factor γ, batch number |D|, action space 

dimension
Initialize experience pool M SNR and M SOP, parameters β, θ, and ƞ
For each episode, do
 Initialize sequence S SP

t (t = 1)
 For decision time step tÎ TSP, do
  If ς > ε, then
    Select a random action ASNR

t  and ASOP
t

  Else
    ASNR

t = arg max
ASNR

tlh

(Qpre (S SP
t ~; β))

    ASOP
t =E(ÂSOP

t + 1 ~πsopo (~∣S SP
t ))

  End if
     Calculate the reward RSP

t  according to (19)
     Index S SP

t + 1 from the historical dataset of bus injection power
     Store S SP

t ASNR
t RSP

t S SP
t + 1 and S SP

t ASOP
t RSP

t S SP
t + 1 in M SNR and M SOP, 

respectively
     Set S SP

t = S SP
t + 1

  If |M SNR| and |M SOP| > || D , then
   Sample | D | pairs of {S SP

j ASNR
j RSP

j S SP
j + 1 } from M SNR

   Calculate Qpre and Qtar by (22) and (24)
   Use (25) to calculate Q network loss
   Update all the parameters β using the Adam [30]
   Every C step rest β̂¬ β
   Sample | D | pairs of {S SP

j ASOP
j RSP

j S SP
j + 1 } from M SOP

   Calculate Qsoft by (29)
   Use (30) to calculate critic network loss
   Update the parameter θ using the Adam
   Use (31) to calculate policy network loss
   Update the parameter ƞ using the Adam
   Every C step rest θ̂¬ τθ + (1 - τ)θ̂
  End if
 End For
End for
  2) Online execution
For each day do
 For t = 1: 24 do
   Collect real-time bus injection power S SP

t  in t
   Output Qpre (S SP

t ~) and πsopo (~∣S SP
t )

   Use (16) and arg max (Qpre ) to generate the decision result
   Execute SOP and topology control strategy
 End for
End for
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the proposed method can reduce the influence of DG and 
load uncertainties, and immediately resolve the problem of 
overvoltage caused by high PV permeability.

IV. CASE STUDY

In this section, to verify the performance of the proposed 
SP-MDP method, comprehensive case studies on IEEE stan‐
dard test systems are conducted. The experimental data and 
the algorithm setup are first presented. Then, the IEEE 34-
bus system is used to verify the superiority of BD-AC. Fur‐
thermore, the IEEE 123-bus system [34] with high PV pene‐
tration is used to verify if BD-AC can avoid overvoltage 
problem while optimizing operation cost.

A. Experimental Data and Algorithm Setup

In this paper, load and DG data from 2012 [35] and 2014 
[36] Global Energy Forecasting Competition are used to gen‐
erate plenty of load and DG profiles. Then, the resultant 
load and DG instances are normalized to match the scale of 
power demands in the simulated system to train the BD-AC 
agent. Next, the proposed method is trained using “Pytorch” 
on the NVIDIA RTX 3090 GPU with 12 GB RAM. And the 
environment of SP-MDP offline training is established through 
the software of OpenDSS. cL

t  is 0.16 $/kWh and cs is $2 [1]. 
The hyperparameters of the different methods are provided 
in Table I. The number of hidden layers for all NNs is three.

B. IEEE 34-bus System

The IEEE 34-bus system is shown in Fig. 2. The SOPs 
are installed on branch S37 and branch S38 to replace tie 
switches. The capacity of each SOP is 100 kVA. The loca‐
tion and capacity of DGs are shown in Table II. The algo‐
rithm in [37] is used to obtain the static DNR and SOP con‐
trol results.

TABLE II
LOCATION AND CAPACITY OF DGS

Bus 
number

5

18

22

Capacity (kVA)

Phase 
A

250

250

200

Phase 
B

250

250

0

Phase 
C

250

0

0

Power 
factor

0.90

0.95

0.90

DG type

Wind power generation

Solar power generation

Wind power generation

During the training process of the BD-AC, we record the 
weights of the NN every 50 epochs, which are used to evalu‐
ate the performance of the method on the testing data. The 
cumulative operation cost for different methods is shown in 
Fig. 6. The mixed-integer linear programming (MILP) com‐
bines the dynamic DNR [38] and the polyhedral-based ap‐
proximation method [39].

In Fig. 6, the DQN-SAC method cannot achieve optimal 
decisions within the prescribed training steps. However, the 
multi-dimensional Q network and multi-policy network of 
BD-AC agent reduce the action space of optimization deci‐
sions to improve the search efficiency, decreasing the opera‐
tion costs by 5.6% compared with DQN-SAC. Moreover, the 
operation cost of the MILP is $1100.8, which is only 0.9% 
lower than that of the proposed method. Therefore, it can be 
concluded that the proposed method can converge to the op‐
timal decision faster and more stable.

Then, two scenarios are compared in detail to further illus‐
trate the superiority of the proposed method.

Scenario 1: the unbalanced optimal operation with static 
DNR and SOP control.

Scenario 2: the unbalanced optimal operation with SP.
In Fig. 7, the total costs of scenarios 1 and 2 are $1491.5 

and $1209.7, respectively. This is because the static DNR 
frequently controls switches to minimize energy loss. The to‐
tal energy losses of scenarios 1 and 2 are 8.26×103 kWh and 
9.22×103 kWh, respectively. After considering the switch ac‐
tion cost, the total operation cost of scenario 2 is 19.58% 
less than that of scenario 1. Therefore, it can be concluded 
that our proposed method can effectively reduce the opera‐
tion cost compared with static DNR with SOP. The action 
value matrix of switch at the 20th hour is shown in Fig. 8.

It can be observed from Fig. 8 that the BDDQN agent can 
output the action value of all switches. The maximum value 
of each row is 1.566, 0.8759, and 1.266, respectively. Ac‐
cording to this value matrix, the switch with the maximum 
value in each loop can be selected to compose a reconfigura‐
tion strategy. Thus, the optimal topology state is disconnect‐
ed with branches s7, s25, and s30, which can reduce the 
power loss by 12.24% compared with the initial state. It is 
worth noting that the values in the matrix represent the esti‐
mated value of the cumulative reward for each switch ac‐
tion, but not the system operation cost.
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Fig. 6.　Cumulative operation cost for different methods.

TABLE I
HYPERPARAMETERS OF DIFFERENT METHODS

Method

BDDQN

MPSAC

Hyperparameter

Minibatch size

Discount factor

Learning rate

Number of hidden units

Minibatch size

Discount factor

Learning rate

Number of hidden units

IEEE 34-bus 
system

32

0.99

3 ´ 10-4

64

128

0.99

3 ´ 10-4

128

IEEE 123-bus 
system

128

0.99

8 ´ 10-4

128

256

0.99

3 ´ 10-4

256
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Moreover, to verify the adaptation of the proposed method 
against the load power mutation, the following three cases 
based on the testing week data are considered.

Case 1: the load demand and DG output are reduced by 
15% and increased by 15%, respectively.

Case 2: the DG output is increased by 15%.
Case 3: the load demand and DG output are increased by 

15% and reduced by 15%, respectively.
It can be observed from Table III that the proposed meth‐

od can still make ideal decisions to reduce the operation cost 
even when the bus injected power changes significantly com‐
pared with the historical data. Finally, the proposed method 
is compared with the model-based method. The result is pro‐
vided in Table IV.

It can be observed from Table IV that the static DNR with 
SOP can minimize energy loss, which is 40 kW, 15 kW, and 
40 kW less than BD-AC, MILP, and HFWA (which is an im‐
proved firework algorithm based on heuristic rules). Howev‐
er, the SP result of BD-AC only disconnects branches 7, 25, 
and 30. Therefore, comprehensively considering the total of 

power loss cost and switch action cost, the proposed method 
reduces the operation cost compared with HFWA. Moreover, 
MILP can obtain the optimal SP strategy, and the operation 
cost reduction ratio is 0.92% higher than that of BD-AC. 
Therefore, it can be concluded that the proposed method can 
solve the SP optimization problem effectively.

To illustrate the superiority of DRL-based method in com‐
puting efficiency, the comparison of computational efficien‐
cy of different methods is shown in Table V. Note that the 
training time is the CPU time of 1000-episode training pro‐
cess for the DRL algorithms, and the testing time is the 
CPU time for solving the SP problem in Table IV.

In terms of training time, the proposed BD-AC increases 
the branching structure of the Q network and has multiple 
strategic networks. Therefore, the training time is longer 
than the traditional DQN-SAC algorithm. However, as 
shown in Fig. 6, the performance of the BD-AC is better 
than the traditional method, and the training processes of the 
traditional method converge slowly. Besides, although the 

TABLE III
COMPARISON OF DIFFERENT CASES FOR IEEE 34-BUS SYSTEM

Case

Case 1

Case 2

Case 3

Energy 
loss (kWh)

8.05×104

9.21×104

1.12×104

Operation 
cost ($)

1.04×103

1.20×103

1.45×103

The maximal bus 
voltage deviation 

(p.u.)

0.054

0.059

0.064

Operation 
cost reduction 

(%)

15.18

15.39

16.01

TABLE V
COMPARISON OF COMPUTATIONAL EFFICIENCY OF DIFFERENT METHODS

Type

Training time

Testing time

Method

DQN-SAC

BD-AC

DQN-SAC

BD-AC

HFWA

MILP

Value

10.36 hours

12.57 hours

2.41 ms

2.60 ms

171.81 s

251.57 s
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Fig. 7.　Operation cost of different scenarios.
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TABLE IV
COMPARISON OF DIFFERENT METHODS FOR IEEE 34-BUS SYSTEM

Method

Static DNR 
with SOP

BD-AC

MILP

HFWA [37]

Time and corre‐
sponding open 

switch

00:00-06:00: 7, 
25, 30

07:00-09:00: 7, 
25, 17

10:00-14:00: 7, 
27, 17

15:00-16:00: 6, 
25, 17

17:00-18:00: 7, 
25, 17

19:00:23:00: 7, 
25, 30

00:00-23:00: 7, 
25, 30

01:00-09:00: 7, 
25, 30

10:00-24:00: 7, 
25, 17

01:00-09:00: 7, 
27, 30

10:00-15:00: 7, 
27, 17

16:00-24:00: 7, 
13, 30

Switch 
action 
number

24

6

8

12

Energy 
loss (kWh)

1.028 ´ 103

1.071 ´ 103

1.042 ´ 103

1.035 ´ 103

Opera‐
tion 

cost ($)

213.14

183.21

181.97

190.42

Opera‐
tion cost 
reduction 

(%)

15.28

16.20

13.38
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calculation time of HFWA and MILP is only 171.81 s and 
251.57 s, respectively, it relies on the day-ahead forecast da‐
ta of DG and load. So the uncertainty needs to be consid‐
ered. Our proposed method can make the control decision 
through the trained BD-AC agent without complex calcula‐
tion. Thus, the decision time of a single period is only 1.76 
ms, which can ensure that the agent makes decision accord‐
ing to the real-time load and DG data, thereby reducing the 
impact of system uncertainty on the optimization result.

According to the above results, it can be concluded that 
the proposed method can deal with the SP problem efficient‐
ly and accurately in the IEEE 34-bus system.

C. Modified IEEE 123-bus System with High Penetration of 
PVs

In this subsection, the modified IEEE 123-bus system in 
Fig. 9 is used to verify the decision-making ability of the 
proposed method in a more complex system. Ten single-
phase PVs with a constant power factor 0.9 are integrated in‐
to the network. The parameters of PVs are shown in Table 
VI. The capacity of each SOP is 500 kVA.

In this subsection, four scenarios are compared in detail.
Scenario 1: the initial operation state without optimization.
Scenario 2: the unbalanced optimal operation with DNR.
Scenario 3: the unbalanced optimal operation with static 

DNR and SOP control.
Scenario 4: the unbalanced optimal operation with SP.

We compare the optimization results of different scenarios 
in detail on the testing week, as shown in Table VII. Note 
that the overvoltage rate is the proportion of the amount of 
overvoltage in the testing week.

It can be observed from Table VII that scenarios 1 and 2 
have serious system overvoltage problems. Scenarios 3 and 
4 avoid the overvoltage issues by optimizing the control 
strategy for the SOP to provide additional active support to 
the system. However, scenario 3 leaves the economy out of 
consideration, and its switch action is too frequent. As a re‐
sult in that its operation cost is significantly higher than that 
of scenario 4. Scenario 4 can reduce the operation cost by 
18.72% compared with scenario 1 through minimizing the 
number of switch action. Therefore, it can be concluded that 
our proposed method also effectively reduces the operation 
cost in a complex unbalanced system.

Then, we select the day with the highest penetration of 
PVs in historical data to verify the ability of BD-AC to alle‐
viate system overvoltage. The daily operation curves of 
three-phase total load and PV power are shown in Fig. 10. 
The maximum bus voltage deviation for different scenarios 
is shown in Fig. 11.

As shown in Figs. 10 and 11, the range of active power 
penetration of PV at the 10th to 15th hour is 57%-83%, which 
leads to serious overvoltage problems in the DN. Although 
DNR reduces the maximum voltage deviation, it is still be‐
yond the safe operation range. However, scenarios 3 and 4 
can resolve the system overvoltage problem through DR and 
SOP joint optimization. To illustrate the effectiveness of the 
proposed method, the Q-value output of the switch action by 
BDDQN and the SOP action distribution output by MPSAC 
are shown in Figs. 12 and 13, respectively. 

TABLE VI
PARAMETERS OF PVS

Location

15

99

111

113

57

Phase

A

C

C

C

B

Capacity (kVA)

355

355

533

266

533

Location

117

118

65

123

126

Phase

B

B

C

B

A

Capacity (kVA)

266

533

355

266

266
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Fig. 9.　Modified IEEE 123-bus system.

TABLE VII
OPTIMIZATION RESULTS OF DIFFERENT SCENARIOS

Scenario

1

2

3

4

Energy loss 
(kW)

3.22×104

2.74×104

2.17×104

2.28×104

Switch 
action number

0

478

470

32

Operation cost 
($)

4.18×103

4.58×103

3.71×103

3.03×103

Overvoltage 
rate (%)

15.48

6.55
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Fig. 10.　Daily operation curves of three-phase total load and PV power.
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In Fig. 13, B to M are the four decision variables of phas‐
es A, B, and C of SOP xϕ1o xϕ2o xϕ3o , and xϕ4o .

As shown in Figs.12 and 13, the pre-trained BD-AC agent 
directly outputs the switching action Q-value and SOP action 
distribution during each decision period according to the 
three-phase bus injection power of the DN. In Fig. 12, the 
proposed method selects the switch with the maximum Q-
value in each loop to form an SNR strategy. Thus, the SNR 
strategy is that branches 18-26 and 58-59 are disconnected 
in the 10th to 16th hour, and branches 17-18 and 48-56 are 

disconnected during other periods. In Fig. 13, the actions of 
SOP follow Gaussian distribution. The proposed method 
takes the expected value of the distribution as the action val‐
ue of SOP and then calculates the active and reactive power 
transmitted by SOP according to (16). Furthermore, the 
three-phase power transmission for SOP in scenario 4 is 
shown in Fig. 14.

As shown in Fig. 14, the BD-AC agent can adjust the 
three-phase control strategy of the SOP based on the system 
operation state, thus effectively providing active and reactive 
power supports to the system to mitigate overvoltage prob‐
lems caused by PV. In addition, the network loss and opera‐
tion cost of different scenarios on test day are shown in 
Fig. 15.

It can be observed from Fig. 15(a) that the network loss 
can be significantly reduced by adding SOP. In Fig. 15(b), 
the total operation cost of scenario 4 is $349.1, which is 
32.2%, 29.3%, and 25.1% lower than scenarios 1, 2, and 3, 
respectively. At the 10th hour, the operation cost of scenario 
4 suddenly increases because the PV penetration is too high 
during this period, and the network topology needs to be re‐
configured to reduce voltage deviation. Thus, the network 
structure changes from the disconnection of branches 17-18 
and 48-56 to the disconnection of branches 18-26 and 58-59. 
At the 16th hour, the system will not have overvoltage risk 
due to the reduction of PV output power. 
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The topology reverts to the disconnection state of branch‐
es 17-18 and 48-56. Therefore, we can conclude that the pro‐
posed method adjusts the control strategy according to the 
changes of system load and PV power, ensuring the econo‐
my and safety of system operation.

According to the above results, it can be concluded that 
the proposed method can reduce the operation cost of the 
complex three-phase unbalanced system with high PV pene‐

tration and avoid system overvoltage.

V. CONCLUSION 

This paper proposes a novel unbalanced DNR and SOP 
joint optimization control method, which translates SP into 
SP-MDP model based on MDP theory. Considering the large 
space of optimization decisions for three-phase unbalanced 
system, the BDDQN and MPSAC algorithms are developed 
based on the structural characteristics of DN. Furthermore, a 
DRL optimization method based on BDDQN and MPSAC 
combines the real-time system state to obtain the topology 
control strategy. Comprehensive test results on two unbal‐
anced DNs show that the proposed BD-AC agent can effec‐
tively learn the reconfiguration and SOP joint control policy. 
Moreover, the data-driven SP method also reduces the opera‐
tion cost of the DN, and relieves the problem of overvolt‐
age, which has a much lower computation time than the 
model-based method.

With the extensive application of SOP in the future, SOP 
inevitably produces losses. Moreover, in practice, the line pa‐
rameters of the DN are difficult to be determined accurately. 
Therefore, considering the SOP loss and the uncertainty of 
line parameters, it is our future research focus to propose a 
more accurate and robust DRL-based optimization method.
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