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Dynamic-decision-based Real-time Dispatch
for Reducing Constraint Violations

Lingshu Zhong, Junbo Zhang, C. Y. Chung, Yuzhong Gong, and Lin Guan

Abstract——This paper proposes a dynamic-decision-based real‐
time dispatch method to coordinate the economic objective with
multiple types of security dispatch objectives while reducing
constraint violations in the process of adjusting the system oper‐
ation point to the optimum. In each decision moment, the fol‐
lowing tasks are executed in turn: ① locally linearizing the sys‐
tem model at the current operation point with the online model
identification by using measurements; ② narrowing down the
gaps between unsatisfied security requirements and their securi‐
ty thresholds in order of priority; ③ minimizing the generation
cost; ④ minimizing the security indicators within their security
thresholds. Compared with the existing real-time dispatch strat‐
egies, the proposed method can adjust the deviations caused by
unpredictable power flow fluctuations, avoid dispatch bias
caused by model parameter errors, and reduce the constraint vi‐
olations in the dispatch decision process. The effectiveness of
the proposed method is verified with the IEEE 39-bus system.

Index Terms——Dynamic decision, real-time dispatch, security-
constrained dispatch, N--1 security, small-signal stability, data-
driven optimization.

I. INTRODUCTION

THE conventional power system dispatch is determined
by off-line system models and predicted operation con‐

ditions every 5 min or longer to maintain the system under
reliable and secure conditions with the minimum economic
and environmental costs [1]. With the increasing uncertain‐
ties introduced into modern power grids, off-line model pa‐
rameters and predicted operation conditions might deviate
far from the actual values [2], [3], so that the generations
scheduled in advance may deviate from the optimum or
even fall into the insecure region [4]. Two kinds of technolo‐
gies are proposed to handle these deviations at different time

scales. Stochastic and robust dispatch strategies [5], [6] pro‐
vide the moderate generation scheduling for possible opera‐
tion conditions in advance that can mitigate the security
risks caused by these deviations, while the real-time dispatch
is used to continuously drive the operation point of the sys‐
tem to a new optimal one with actual operation conditions
and online identified model parameters [7], [8].

Since power fluctuations are almost unpredictable in the
real-time scale, existing real-time dispatch strategies are of‐
ten single-period. The optimal operation point is calculated
at each decision moment, and the generator outputs will be
regulated towards it as much as possible until the next deci‐
sion moment. In this case, the system will gradually ap‐
proach the optimal operation point as shown in Fig. 1.

To simultaneously consider the comprehensive economic
and security requirements such as costs, static security [9],
and small-signal stability [10], the security operation region
will be narrowed down, which would cause the challenges of
constraint violations to the existing real-time dispatch strate‐
gies.

An example of constraint violations is given in Fig. 2.
The security boundary looks peculiar due to the comprehen‐
sive security requirements. If the system operation condition
remains static in a few periods, the current system operation
point will move towards the optimal operation point through
path 1 with existing real-time dispatch methods. In this case,
the system will return to the security region at the fifth deci‐
sion moment just before it reaches the optimal operation
point, which may be an acceptable result if a longer period
of constraint violations is tolerated. However, if the duration
of the constraint violations is wanted to be reduced, the path
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Fig. 1. Moving track of operation point during real-time dispatch.
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2 is much preferred, which requires one more period to
reach the optimal operation point but can recover the system
security within only one period.

In practice, the system operation conditions may hardly re‐
main constant so that the benefit of moving the system oper‐
ation point directly towards a temporary and distant opti‐
mum at every decision moment will be even less. If the op‐
eration condition fluctuates wildly, following up with these
fluctuations and continuously tracking the optimal operation
points will be impossible. As a result, the choice of actually
reducing the constraint violations while improving other dis‐
patch objectives will be more meaningful.

Moreover, with the increasing number of economic and se‐
curity requirements to be considered, the possibility of simul‐
taneous violation of multiple constraints is increasing. In this
case, the coordination and the tradeoff should be made
among different dispatch objectives at each decision moment
to ensure the most urgent security problem is solved with
the highest priority. In this case, the objective function of the
dispatch problem needs to be regulated dynamically, leading
to a dynamic-decision-based real-time dispatch problem.

This paper proposes a novel dynamic-decision-based real-
time dispatch method that minimizes the number of con‐
straint violations at each decision moment while tracking the
optimal operation points. Besides, more merits include:
① handling the priority of different dispatch objectives at
different operation points; ② approximating the system mod‐

el in a measurement-based way to reduce the computational
complexity; ③ simultaneously considering the generation
cost, N-1 line loading, and damping ratios of the system.

Contributions of this paper include two aspects.
1) A multi-objective real-time dispatch model is proposed

to consider three categories of typical dispatch objectives
and the constraint violations while moving the operation
point towards the optimum.

2) A decision-based solution method is proposed to solve
the proposed dispatch model in real time, while the priority
of different security objectives can be set in advance.

The remainder of this paper is organized as follows. Sec‐
tion II presents a brief review of existing dispatch strategies.
Section III describes the proposed dispatch model to handle
multiple dispatch objectives considering constraint viola‐
tions. Section IV gives the solution method for the proposed
model to make the optimal dispatch decision at each deci‐
sion moment. Section V tests the proposed model and solu‐
tion with three study cases. Section VI concludes this paper.

II. BRIEF REVIEW OF EXISTING DISPATCH STRATEGIES

Different economic or security indicators should be consid‐
ered in dispatch strategies to achieve different dispatch objec‐
tives. There are many different forms of these indicators,
which fall into three categories as follows.

1) Indicators with predetermined model parameters are in‐
dependent of either system dynamics or operation condi‐
tions. Economic and environmental objectives often consider
this type of the indicators.

2) Indicators with model parameters are only related to
the system topology and the impedance. Static security ob‐
jectives often consider this type of indicators.

3) Indicators are related to system dynamics. Dynamic se‐
curity objectives belong to this category.

Since dispatch objectives in the same category often con‐
sider similar indicators, three typical dispatch objectives are
used to consider the aforementioned three categories of eco‐
nomic or security indicators, respectively: generation cost re‐
duction, static security, and small-signal stability. Figure 3
shows the development of dispatch strategies considering
these typical objectives.

Current operation point; Optimal operation point

Path 1

Path 2

Security region

Security boundary

Real-time dispatch solutions in path 1

Real-time dispatch solutions in path 2

Fig. 2. An example of constraint violation problem.
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A. Generation Cost Reduction

The generation cost is often formulated as the objective
function of the economic dispatch (ED) strategy, where all
the parameters are given in advance [1]. To handle the uncer‐
tainties caused by prediction errors and power fluctuations,
different technologies are put into practice on different time
scales.

On a longer time scale, the stochastic optimization is intro‐
duced to minimize the mathematical expectation of the gen‐
eration cost in advance based on the probability distribution
of potential operation conditions, leading to stochastic dis‐
patch strategies [11]. With the high penetration of different
types of renewable energy resources, more probability mod‐
els and cost functions have been developed, such as underes‐
timated and overestimated costs [12], the Markov chain
based distributional forecast model [13], and the cumulative
distribution function of the wind power [5].

While the generation schedules obtained by stochastic
methods minimize the expectation of generation cost for pos‐
sible scenarios, the real-time dispatch is used to get a further
optimization on the actual generation cost for each particular
scenario on a shorter time scale [14] - [16]. In this case, the
total generation cost can be minimized with the distributed
optimal generator control to get the better real-time perfor‐
mance. For instance, a multi-agent-based distributed control
method is presented in [17] to realize the optimal automatic
generation control (AGC). In [18], a combined AGC and ED
control methodology is investigated with control areas con‐
taining multiple hybrid energy resources. A distributed eco‐
nomic predictive control model is proposed in [19] for eco‐
nomic load dispatch and load frequency control of intercon‐
nected power systems.

B. Static Security

N-1 line loadings and other static security objectives are
often formulated as constraints of the dispatch problem and
handled by static security-constrained (SSC) dispatch strate‐
gies [20]. To eliminate the security risks brought by uncer‐
tain power fluctuations, the robust optimization is introduced
to ensure system static security requirements even under the
worst operation conditions. In [6], a hierarchical robust secu‐
rity-constrained unit commitment of multi-area power sys‐
tems is proposed with an uncertainty set specified by the
variance of the system net load. A statistical ranking method‐
ology that allows adaptive robust stochastic unit commit‐
ment using a modular structure with the needed flexibility is
proposed in [21]. A long-term robust co-optimization plan‐
ning model is presented in [22] for interdependent systems
considering both N-1 and probabilistic reliability criteria.

The single-stage robust dispatch often suffers from the
drawback of over-conservativeness since the scheduled gen‐
erator outputs will be optimal only for the worst operation
condition. To solve this problem, the real-time dispatch is
used as a second-stage dispatch to adjust the generation in
actual operation conditions. In [23], a data-driven distribu‐
tionally robust chance-constrained real-time dispatch consid‐
ering renewable generation forecasting errors is proposed. A
look-ahead real-time ED strategy is formulated in [24] by us‐

ing a new scenario approach. A confidence interval based
distributionally robust real-time ED approach is proposed in
[25], which considers the risk related to the accommodated
wind power. Different from the generation cost, the calcula‐
tion of N-1 line loadings is disturbed by the prediction er‐
rors and the errors of static model parameters. To adjust the
deviation, a measurement-based real-time dispatch is pro‐
posed in [7].

C. Small-signal Stability

The small-signal stability problem is one of the significant
threats to the security and reliability of the power system.
An unstable mode can cause violent oscillations and lead to
large-scale blackouts. To avoid this situation, maintaining a
sufficient small-signal stability margin becomes an important
dispatch objective, which leads to the birth of small-signal
stability constrained (SSSC) dispatch strategies [26]. In an
SSSC dispatch strategy, damping ratios representing dynamic
security margins in different stressed operation conditions
are maintained at a high enough level [26], [27]. Different
from the generation cost and N-1 line loadings, the calcula‐
tion of damping ratios or other dynamic security objectives
depends on the dynamic system model, which is highly non-
convex and difficult to be obtained. Different sequential ap‐
proaches are used to handle the model nonconvexity and
search for the global optimization [28], [29], while measure‐
ment-based real-time dispatch strategies are used to handle
the model error and inaccessibility [8], [30]. Since the com‐
plete dynamic model of the system is impossible to be identi‐
fied by the measurement, the sensitivity-based local approxi‐
mation models near the actual operation points are used in‐
stead.

The dispatch strategies mentioned above can handle differ‐
ent typical dispatch objectives, while the tools that can be
used in real time considering all three types of objectives un‐
der the uncertainties from both the power flow and model
parameters are very limited. Stochastic methods like the sto‐
chastic optimization and the robust optimization require a
system model that can be used in hypothetical operation con‐
ditions far from the actual operation point. In this case, only
deterministic measurement-based real-time methods can be
used.

In existing real-time dispatch strategies, the security objec‐
tives are formulated as constraints. As a result, different
types of security objectives may lead to constraint viola‐
tions, as mentioned in the introduction part. Therefore, a
new method is proposed in this paper to solve this problem
by coordinating the priorities of different security objectives.

III. DYNAMIC-DECISION-BASED REAL-TIME DISPATCH

In this section, a dynamic-decision-based real-time dis‐
patch model is proposed, which considers multiple security
and economic indicators, as well as their priorities.

A. Considered Dispatch Objectives

The typical security indicators mentioned in Section II,
i.e., the generation cost, line loadings in N-1 conditions, and
the damping ratios, are chosen as dispatch objectives formu‐
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lated in the dispatch model. Considering a system that con‐
sists of N buses indexed by nÎN = {12N}, G genera‐
tors indexed by gÎG = {12G}, D loads indexed by
dÎD = {12D}, L transmission lines indexed by lÎL =
{12L}, and J dominant oscillation modes indexed by
jÎJ = {12J}, the indicators can be formulated as fol‐
lows.
1) Generation Cost

For each generator g, the generation cost can be expressed
as a quadratic function of its active power output:

f (x)=∑
gÎG

(ag x2
g + bg xg + cg ) (1)

where ag bg and cg are the cost coefficients; and x is the
decision vector, among which xgÎ x is the active power gen‐
eration of the generator g.
2) Line Loading Indicators

For each transmission line u, the line loading indicator P L
u

denotes the active power transmitted through it and the secu‐
rity threshold P L

umax denotes its rated line capacity. The line
loading indicators can be formulated as a linear function:

PL = σPN (2)

where PL is the vector of all the P L
u ; PN is the vector of all

the nodal active power injections denoted by P N
n ; and σ is a

constant coefficient matrix that can be calculated by branch
impedances [31] or identified from the measurements of PL

and PN [32].
3) Line Loading Indicators Under N-1 Contingencies

Assume that P L
G - gu denotes the active power flow of line u

under the contingency of generator g, whose security thresh‐
old is denoted as P L

umax. P L
G - gu can be calculated by power

transfer distribution factors (PTDFs) as:

P L
G - gu =P L

u + ∑
pÎG\{ }g

δnpngu
γ(pg)xg (3)

where γ(pg) is a given participation factor of generator p
under the contingency of generator g; G\{g} is a set contains
all the generators excepted for generator g; and δnpngu

is the

change of line loading in line u when transferring 1.0 p.u. of
active power from generator p at bus np to generator g at

bus ng, which can be calculated by σ:

δnpngu
= σunp

- σung (4)

where σun is the element at row u and column n of σ.
The active power in line u under the contingency of line l

is denoted as P L
L - lu, whose security threshold is P L

umax. P L
L - lu

can be calculated as:

P L
L - lu =P L

u + ηul P
L
l (5)

where ηul is the line outage distribution factor (LODF),
which indicates the change of line loading in line u after an
outage of line l and can be calculated by:

ηul =
δnlmlu

1 - δnlmll
(6)

where nl and ml are the from-bus and to-bus of line
l respectively.

4) Small-signal Stability Indicators
The small-signal stability refers to the system ability to

suppress power system oscillations caused by small perturba‐
tions [33]. For a dominant oscillation mode j, the damping
ratio ζ j is defined as a small-signal stability indicator that
can be obtained by online oscillation damping monitoring
[34]. In general, if one damping ratio is lower than 3%, it
means the system is underdamped. In this paper, the corre‐
sponding security threshold is set to be 3% to leave a mar‐
gin.

In practice, damping ratios are often formulated as local
linearized functions for a single operation point in real-time
dispatch.

B. Ideal Operation Point of Power System

The fundamental goal of power system dispatch is to
achieve an ideal operation point through a series of dispatch
actions. This destination can be determined according to the
following three principles.

1) All security requirements and other constraints should
be satisfied.

2) The Pareto optimization of all the indicators presented
in Section III-A should be attained.

3) The generation cost should be minimized without vio‐
lating principles 1) and 2).

Thus, the dispatch problem can be formulated as:

{min f (x)

s.t. xÎ S
(7)

where S is the Pareto solution set of (8).
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min[ fPLP L
G P

L
L  - ζ]T

∑
g = 1

G

xg +∑
d = 1

D

P D
d +PLOSS = 0

xg £ xgmax "gÎG
P L

u (x)£P L
umax "uÎL

P L
G - gu (x)£P L

umax "gÎG
P L
L - lu (x)£P L

umax "lÎL
ζ j (x)³ 3% "jÎJ

(8)

where P L
G and P L

L are the vectors of line loading indicators in
N-1 conditions; P D

d is the load demand of load d; ζ is the
vector of the damping ratios for all the dominant oscillation
modes of the system; xgmax is the installed capacity of genera‐
tor g; and PLOSS is the total active power loss in the system,
which can be approximated to a linear function of x.

The proposed optimization model can be shown schemati‐
cally in Fig. 4, where the Pareto front of (8) is represented
as arc BC, while the optimal solution of (7) is represented as
point B. Arc BE is the optimal solution set of a model con‐
sisting of the objective function in (7) and the constraints in
(8), which is widely used as conventional dispatch models.
In some situations, the arc BE can degenerate to a single
point, which means that there is only one solution that can
optimize the generation cost while satisfying all the security
constraints. In this case, the proposed model is equivalent to
the conventional model. In other situations, for example, if
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there are two dispatchable active sources with the same lin‐
ear cost function but different sensitivities to some security
indicators, or if the generation cost functions of generators
are designed to be piecewise or fuzzy to ignore small cost
differences, there may be two or more operation points with
the same generation cost but different security margins. All
of these operation points satisfy all the security constraints.
In this case, the proposed model can choose the safer one
from them.

C. Ideal Dispatch Decision for Each Decision Moment

Conventional measurement-based real time dispatch solu‐
tions normally try to solve (7) continuously in real time to
ensure that the system operation point can meet the princi‐
ples given in Section III-B, such as the approach presented
in [7]. However, because the conventional thermal genera‐
tors have ramp limitations in practice, the solution of (7)
may not be able to reach within one period of the real-time
dispatch. In this case, if the ramp limitations as constraints
are directly added to (7), the problem would easily become
unsolvable and lead to constraint violation problems. There‐
fore, this study does not try to solve (7) directly in each step
of optimization, but only ensure that the system can ap‐
proach the solution of (7) in a suitable path.

The following characteristics should be considered to plan
for a path to reduce the duration of the constraint violations.

1) The chosen path should connect the current operation
point and the solution of (7).

2) The portion outside the security boundary should be as
short as possible.

As the uncertain fluctuations of load demands and other
operation conditions on a very short time scale are unpredict‐
able, it is difficult to plan for an optimal path with the pre‐
sented characteristics in advance like what the prediction-
based dispatch on a longer time scale does. Instead, the dis‐
patch decision is optimized at each step to form an accept‐
able path meeting the above requirements. Thus, the dis‐
patch decision for a single dispatch period should be made
according to the following three principles.

1) The gaps between the unsatisfied security requirements
and their security thresholds should be as narrow as possible.

2) The generation cost should be minimized without vio‐
lating principle 1).

3) The satisfied security requirements should be improved
as much as possible without violating principles 1) and 2).

Thus, the presented dispatch problem for every single de‐
cision moment of real-time dispatch can be formulated as:

{min f (x)

s.t. xÎ S'
(9)

where S' is a subset of the Pareto solution set of (10).

ì
í
î

min[ fPLP L
G P

L
L  - ζ]T

s.t. xÎ S''
(10)

where S'' is a subset of the Pareto solution set of (11).
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min[PLgapP Lgap
G P Lgap

L  - ζ gap ]T

s.t. PLgapP Lgap
G P Lgap

L ζ gap ³ 0

∑
g = 1

G

xg +∑
d = 1

D

P D
d +PLOSS = 0

|| xg - xg0 £ xgramp "gÎG
P L

u (x)£P L
umax +P Lgap

u "uÎL
P L
G - gu (x)£P L

umax +P Lgap
G - gu "gÎG

P L
L - lu (x)£P L

umax +P Lgap
L - lu "lÎL

ζ j (x)+ ζ gap
j ³ 3% "jÎJ

(11)

where P Lgap
u ÎPLgap, P Lgap

G - guÎP Lgap
G  P Lgap

L - luÎP Lgap
L , and

ζ gap
j Î ζ gap are the gaps between the unsatisfied security re‐

quirements and their security thresholds; xgramp is the ramp
limitation of generator g within the time scale of a single re‐
al-time dispatch; and xg0 is the initial value of xg at the be‐
ginning of this step of real-time dispatch.

Unlike model (7), model (9) gives priority to narrowing
down security thresholds. Only if there is more than one op‐
eration point which can narrow down security thresholds as
much as possible, the proposed model will then consider the
economic indicator.

In practice, the constraint violations with larger threats
need to be prioritized. In that case, instead of the whole Pa‐
reto solution set, S' and S″ will use a subset of the Pareto so‐
lution set that considers the priority of security indicators.

Because xgramp is very small for the very short time scale
of real-time dispatch, ζ(x) can be approximated by a locally
linearized model as:

ζ(x)= ζ0 + SζG (x - x0 ) (12)

where ζ0 is the damping ratio vector of the current operation
point; x0 is the initial value vector of x at the beginning of
current step of real-time dispatch; and SζG is the sensitivity
matrix of damping ratios with respect to the active power
generation. SζG can be calculated directly if a detailed dy‐
namic model of the system can be obtained; otherwise, it
can be identified with the real-time measurement by using ei‐
genvalue sensitivity methods, which are well studied in [8].
Now all of the security indicators in the model are formulat‐
ed by a linear function.

IV. SOLUTION METHODS

The dynamic-decision-based real-time dispatch model pre‐
sented in Section III is a multi-objective optimization prob‐
lem with a complex hierarchical structure, where the choice
of the subsets S′ and S″ determines the dispatch decision.

O Less security

B

C

E

Less economy Security boundary

Fig. 4. Feasible region and Pareto front of the proposed model.
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This section presents a multi-step method to determine the
subsets and solve the model in real time.

The implementation of the seven key steps is as follows.
λ1, λ2, and λ3 are the queues created for storing the security
indicators. λ1 stores the indicators to be optimized, λ2 stores
the indicators that have already been optimized in the cur‐
rent dispatch, and λ3 stores the indicators that have already
satisfied their constraints. Denote λ0

1, λ
0
2, and λ0

3 as the first el‐
ements of the queues. For a single indicator I, denote its ini‐
tial value as IV1

= I(x0 ), its optimized value as IV2
, and its cor‐

responding security threshold as IV3
.

Step 1: identify model parameters.
The parameters matrices σ and SζG can be calculated with

a detailed model of the system or estimated by historical
phasor measurement unit (PMU) data. To avoid the influ‐
ence of the model error, the latter method is chosen to identi‐
fy the parameters.

As this paper does not focus on the technical details of
the sensitivity estimation, more details are in [7], [8],
and [35].

Step 2: calculate security indicators.
The current values of PL can be measured directly, while

P L
G , P L

L, and ζ can be calculated by (3), (5), and (12) after ob‐
taining σ and SζG in Step 1. By comparing the current val‐
ues and thresholds of the security indicators, the unsatisfied
security requirements and the enqueue of the corresponding
indicators can be screened out into λ1 to be optimized, while
other indicators are enqueued to λ3.

Step 3: order the indicators in λ1 in reverse order of priori‐
ty.

The priority of security indicators should be evaluated con‐
sidering the type of security requirements, the severity of the
over-limits, and the expert knowledge in practice. In this pa‐
per, the following evaluation criteria are used.

1) Priority order among different categories of indicators
(high to low) is line loading, damping ratio (smaller than
3%), line loading in the N-1 condition, and damping ratio
(smaller than 5%).

2) Priority order of the same category of indicators de‐
pends on the priority indicator Ipriority1 calculated by (13).

Ipriority1 =
IV3

- IV1

IV3

´ 100% (13)

Step 4: optimize λ0
1.

Dequeue λ0
1, which is the indicator with the highest priori‐

ty in λ1, and optimize it by (14).
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min λ0
1( )x

s.t. ∑
g = 1
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where I І, I Ⅱ, and IⅢ are the indicators contained in λ1, λ2,
and λ3, respectively. For a single indicator I j, denote its ini‐
tial value as I j

V1
= I j (x0 ), its optimized value as I j

V2
, and its

corresponding security threshold as I j
V3

.

For a single indicator λk
j , denote its initial value as λk

jV1
=

λ j(x0), its optimized value as λk
jV2

, and its corresponding secu‐

rity threshold as λk
jV3

. Set the λ0
1V2

to be the optimal value ob‐

tained by (14), then move λ0
1 to λ2 if λ0

1V2
< λ0

1V3
; otherwise,

move λ0
1 to λ3. Repeat this process until λ1 is empty.

Step 5: optimize the generation cost.
After all of the indicators in λ1 have been moved to λ2 or

λ3, none of the gaps towards unsatisfied security require‐
ments can be further optimized without sacrificing others.
By fixing all of the bound values in (14), a subset of the Pa‐
reto solution set of (11) considering the priority order given
in key Step 3 is determined, which can be used as S″ in
(10). On this basis, the generation cost should be optimized
by (15).
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Denote the optimal solution of (15) as x', which will be
used in subsequent steps. Though the optimal solution
solved in (15) is a Pareto solution of (11), it may not be a
Pareto solution of (10) for some of the security indicators
that can be further optimized after its security constraint is
met. These indicators will be handled in the following
steps.

Step 6: order the indicators in λ3 in reverse order of priori‐
ty.

The evaluation of priority among indicators in λ3 is simi‐
lar to those in λ1.

1) Priority order among different categories of indicators
(high to low) is that line loading in the N-1 condition is su‐
perior to damping ratio. The order of line loading indicators
and N-1 indicators changes because N-1 indicators are often
more critical than line loading indicators.

2) Priority order of the same category of indicators de‐
pends on the priority indicator Ipriority2 calculated by (16).

Ipriority2 =
IV3

- I(x')

IV3

´ 100% (16)

Step 7: optimize λ0
3.

Dequeue λ0
3, and then optimize it by (17). Set λ0

3V2
to be

the optimal value obtained from (17), then move λ0
3 to λ2. Re‐

peat this process until λ3 is empty, then set the optimal solu‐
tion x'' of (17) in the last loop as the active reference.
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After all the indicators have been moved to λ2, none can
be further optimized without sacrificing others. In that case,
x'' is a Pareto solution of (10) with the minimum generation
cost, so it is also the optimal solution of (9).

Because both (15) and (17) are linear programming prob‐
lems that can be solved in polynomial time, the presented so‐
lution can be efficiently calculated on a time scale that
meets the requirement for the real-time implementation.

V. CASE STUDIES

The IEEE 39-bus system [36] is used to evaluate the effec‐
tiveness of the proposed method for the real-time dispatch
problem. The parameters of the power system stabilizers
(PSSs) in the system have not been well tuned to ensure the
small-signal stability.

Because the system has 10 generators and 34 branches,
there will be 340 (34×10) line loading indicators under sin‐
gle-generator contingencies as well as 1156 (34×34) line
loading indicators under single-line contingencies. With the
additional small-signal stability indicators of eight dominant
oscillation modes with small damping ratios, a total of 1504
security indicators need to be considered.

The time resolution of the intra-hour dispatch module is
assumed to be 15 min, which means that the effect of uncer‐
tain load fluctuations within 15 min should be dampened by
the dispatch modules with a shorter time scale. In this paper,
this task is undertaken by the real-time dispatch approach.
The time resolution of real-time dispatch is set to be 1 min.
The parameters ag and bg in the generation cost function (1)
are defined as agÎ a =[0.11, 0.10, 0.09, 0.12, 0.10, 0.11,
0.13, 0.11, 0.10, 0.10]T and bgÎ b = [3.4040, 4.56, 1.43,
2.30, 1.60, 2.29, 2.88, 3.35, 2.67]T, respectively.

PowerFactory-DIGSILENT is used as the simulation plat‐
form. The simulation step size is set to be 30 steps per sec‐
ond, which is the same as the sampling period of a PMU. A
small uniform distribution random perturbation is added to
all of the loads in every step to simulate the micro-distur‐
bance of loads [7]. In every simulation step, a set of power
flow results and damping ratios is calculated and contaminat‐
ed with noise to simulate measured or identified data. The
active power injections of buses, generators, and loads, as
well as branch active power flows and damping ratios, will
be recorded every step, where the damping ratios are as‐
sumed to be obtained from the online oscillation damping
monitoring systems [33], [34]. The model parameters will be
identified with these data at the beginning of dispatch using
the methods presented in [7], [8], and [35].

Three cases are provided to verify the performance of the

solution proposed in this paper. Case 1 verifies if the pro‐
posed method can consider all types of security indicators;
case 2 verifies if the proposed method can reduce the con‐
straints violations while driving the system to the optimal op‐
ertion point with a static operation condition; and case 3 pro‐
vides a large sample experiment with continuously varying
random operation conditions to check if the proposed meth‐
od can reduce the constraint violations.

A. Case 1

The real-time security-constrained ED (SCED) presented
in [7] and the real-time small-signal stability constrained ED
(SSSC-ED) presented in [8] are chosen as benchmarks. In
addition to the sensitivity-based methods mentioned above, a
test case without any real-time dispatch is also performed, in
which all generators compensate for the load fluctuations
and the proportion of gross generation for each generator
stays the same. As described in Section II, only the measure‐
ment-based single dispatch strategies can adjust the devia‐
tion caused by both model errors and unpredictable power
flow fluctuations. In this case, only the dispatch strategies re‐
ported in [7] and [8] have comparability with the proposed
method among all the reported dispatch strategies.

The net loads at the transmission level are modeled as
fluctuating time series, as shown in Fig. 5. Since this paper
focuses on the dispatch methods instead of the modeling of
distribution networks, an aggregated P-Q model is used to
represent the complex dynamic distribution system.

B. Case 2

This case provides a more intuitive example to show the
trajectory of the operation point under different real-time dis‐
patch solutions. The initial operation point is shown in
Fig. 6.

In this case, the line loading of branch 6-11 under the con‐
tingency of branch 13-14 will be out of limit, which cannot
be maintained in a single step of real-time dispatch under
the ramp limitation of 2% per minute. The proposed method
and the SCED method are used as respective real-time dis‐
patch solutions to maintain the N-1 indicator and minimize
the power loss. Since SCED does not consider the ramp limi‐
tation, the unattainable change in power generation will be
slacked by other generators.
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Fig. 5. Load fluctuation of each load within 15 min.
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C. Case 3

Case 1 is proposed to verify whether the proposed method
can handle the multiple types of dispatch indicators, while
case 2 verifies whether the system can finally reach the opti‐
mal operation point through a safer path by the proposed dy‐
namic decision than by the existing dispatch strategy. Case 3
wants to verify the proposed method in a broader way. One
hundred random processes are generated, where each process
lasts 15 min and the initial condition is the same as that of
case 1. For each process, the power flow will change every
1 min by adding a random value of -10% to 10% of its pre‐
vious value under the uniform distribution. The step size of
the power dispatch is also 1 min. The proposed method is
compared with the measurement-based method without a dy‐
namic decision.

D. Discussion on Case Results

As shown in Figs. 7 and 8, the N-1 indicators and the
small-signal stability objectives are both frequently out of
limit without the real-time dispatch in case 1. The real-time
SCED can maintain N-1 security but leads to a more serious
small-signal stability problem. The real-time SSSC-ED can
maintain the small-signal stability within two dispatch steps
but seriously worsens the N-1 constraints. Only the pro‐
posed method can address both the N-1 and small-signal sta‐
bility problems. As shown in Fig. 9, the total generation cost
of the proposed method is much lower than that of the one
without dispatch and similar to that of SSSC-ED. The SCED
has better performance in terms of cost reduction, but the
price is severe underdamping.

Case 1 shows the proposed method can simultaneously
consider multiple kinds of objectives and perform dispatch
methods that can only focus on one type of objective, with a
small rise in generation cost.

The simulation results of case 2 are shown in Figs. 10
and 11. Both the proposed method and SCED reach the oper‐
ation point with total generation costs minimized and the N-
1 security requirement satisfied, but the proposed method
can reach the security region within five intervals while the
SCED method needs eight steps. The results show that the
proposed method can move the operation point by a more se‐
cure way to the optimum.
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For case 3, the constraint violations of the worst N-1 line
loadings and the smallest damping ratios in the 100 samples
are shown in Figs. 12 and 13, which indicate that the pro‐
posed method can effectively reduce the severity of con‐
straint violations under different situations.

For case 3, a constraint violation indicator (CVI) is pro‐
posed with the formulation of (18) to evaluate the severity
of constraint violations.

θ(s)=∑
t = 1

tmax

(s(t)- s th )+ (18)

where s is a type of security objective; s th is the security
threshold of s; s(t) is the actual value of the security objec‐
tive at time t; tmax is the total simulation time; (·)+ is an oper‐
ator to change all the negative values to zero; and θ is the
time integral of security objective violations. The CVI of the

worst N-1 line loadings and the smallest damping ratios in
the 100 samples are shown in Figs. 13 and 14, which shows
that the proposed method can effectively reduce the con‐
straint violations under different situations.

Regarding the computation performance, a 2.20 GHz CPU
is used to estimate the sensitivity matrices and solve all the
optimal problems. The time cost of all the calculations is
less than 0.5 s for any calculation period, which is fast
enough to allow the method to work in real time. For larger
systems, since (15) and (17) are both linear programming,
developed algorithms for solving linear programming prob‐
lems can be used to ensure the real-time performance.

VI. CONCLUSION

This paper establishes a new dynamic-decision-based real-
time dispatch method to reduce constraint violations during
the dispatch process before the system reaches the optimal
operation point. The proposed method considers the priori‐
ties of different dispatch objectives including generation
cost, N-1 line loading, and damping ratios of the system at
different operation points. At each decision moment, the pro‐
posed method first narrows down the gaps between the un‐
satisfied security requirements and their security thresholds
as much as possible, then minimizes the generation cost
without widening the gaps or causing new unsatisfied con‐
straints. Finally, the margin for the satisfied security require‐
ments is optimized. The proposed method is evaluated with
the IEEE 39-bus system and the results demonstrate that the
proposed method can move the operation point of the sys‐
tem to an optimal solution considering multiple security indi‐
cators as well as significantly reduce constraint violations. In
particular, the proposed method only takes 62.5% of the
time to eliminate constraint violations of the N-1 line load‐
ing compared with the SCED method. A randomized con‐
trolled simulation with 100 samples shows the superiority of
the proposed method under different situations with drastic
power fluctuations.
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