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Distributed Event-triggered Secondary Control for
Average Bus Voltage Regulation and Proportional

Load Sharing of DC Microgrid
Zhongwen Li, Zhiping Cheng, Jikai Si, and Shuhui Li

Abstract——This paper proposes a novel distributed event-trig‐
gered secondary control method to overcome the drawbacks of
primary control for direct current (DC) microgrids. With event-
triggered distributed communication, the proposed control
method can achieve system-wide control of parallel distrubted
generators (DGs) with two main control objectives: ① estimate
the average bus voltage and regulate it at the nominal value; ②
achieve accurate current sharing among the DGs in proportion
to their power output ratings. Furthermore, the proposed con‐
trol strategy can be implemented in a distributed way that
shares the required tasks among the DGs. Thus, it shows the ad‐
vantages of being flexible and scalable. Furthermore, this paper
proposes a simple event-triggered condition that does not need
extra state estimator. Thus, limited communication among
neighbors is required only when the event-triggered condition is
satisfied, which significantly reduces the communication burden
at the cyber layer.

Index Terms——Direct current (DC) microgrid, droop control,
event-triggered secondary control, distributed consensus, load
sharing.

I. INTRODUCTION

RECENTLY, direct current (DC) microgrids have re‐
ceived increasing attention due to major superiorities

over alternating current (AC) microgrids such as higher effi‐
ciency and reliability [1]. DC power sources and storage sys‐
tems such as solar photovoltaic (PV) arrays, fuel cells, and
batteries, can be integrated into the DC microgrid without
the need of additional AC/DC or DC/AC converters. Further‐
more, another advantage of a DC microgrid is the lack of
problems related to reactive power and frequency regulations.

For a DC microgrid, a voltage-current droop control meth‐
od is generally applied in the primary-level control, which

can regulate the output power of a dispatchable distributed
generator (DG) based on its terminal voltage variation [2],
[3]. Although the primary droop control can increase the
voltage stability and reduce the circulating current between
parallel DGs [4], there are certain drawbacks in conventional
droop control [5]. Firstly, it shows steady-state DC bus devi‐
ation due to the voltage drop. Secondly, it shows inaccurate
current sharing due to unbalanced line resistances. To over‐
come the drawbacks of the primary droop control, a second‐
ary control is generally required to restore voltage deviation
and improve current sharing [6].

In recent years, some centralized secondary control ap‐
proaches have been applied to regulate bus voltage of a DC
microgrid [4], [7]. However, a central controller is generally
required to execute the communication and computation
tasks that are needed for the secondary control, which is in‐
flexible and susceptible to single-point failure [8]. Further‐
more, with a distributed control method, the complex and
necessary communication and computing tasks can be shared
among each DG through parallel processing. Thus, the dis‐
tributed control methods show the advantages of being flexi‐
ble, scalable, and robust against single-point failure.

Due to the advantages of distributed control strategies,
several distributed secondary control strategies have been
studied for current sharing and/or voltage regulation of DC
microgrids [9] - [15]. These include a distributed strategy to
achieve current sharing among the DGs in a DC microgrid
[9], a secondary voltage control method to regulate the bus
voltage to its nominal value for a droop-controlled DC mi‐
crogrids [10], a communication-based secondary control
strategy for current sharing and voltage regulation of a DC
microgrid [11], a voltage-shifting and slope-adjusting based
secondary control scheme to improve the droop control of
DC microgrids [12], a distributed optimal control scheme to
realize proportional load sharing and voltage regulation func‐
tions through tuning the weighting coefficients between the
two functions [13], and a consensus-based secondary control
for voltage regulation and current sharing of a DC microgrid
[14], [15]. However, all these methods [9] - [15] are imple‐
mented based on a time-triggered communication strategy,
which needs communication among neighboring agents in a
periodic time interval. Thus, the communication burden will
greatly increase, especially when the microgrid is expended
with more DGs. Furthermore, most of these methods [9] -
[11], [15] typically require global communication to acquire
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information from all other agents for those distributed cur‐
rent sharing control methods to work properly. This paper in‐
tends to design a distributed and event-triggered secondary
control method for current sharing and voltage regulation of
a DC microgrid so as to significantly reduce the communica‐
tion burden and to develop a current sharing strategy that is
only based on the local current measurement and minimum
current information from a few neighbors’ current informa‐
tion, which is easy to implement.

Recently, several event-triggered control methods [16] -
[20] have been studied and developed. In [16], [17], adap‐
tive event-triggered secondary control strategies are pro‐
posed for average voltage regulation as well as proportional
load sharing. However, both current and voltage estimators
are required to generate an event-triggered condition, which
is complex to implement. In [18], an event-triggered distrib‐
uted nonlinear control strategy is studied to improve current-
sharing as well as voltage regulation for a DC microgrid.
However, it only focuses on regulating output voltage
around the nominal value, and thus shows steady-state volt‐
age deviation between average bus voltage and its nominal
value. In [19], an event-triggered discrete-time control meth‐
od is studied for both bus voltage and current sharing con‐
trol of a DC microgrid. However, the initial average bus volt‐
age is assumed to be equal to the nominal value, and the La‐
placian matrices of the electrical and communication net‐
works are assumed to be commutative [19], which restricts
its flexibility and expandability. In [20], an event-triggered
distributed method is proposed to improve voltage restora‐
tion and current sharing of a DC microgrid. For the methods
proposed in [19], [20], several parameters and a positive def‐
inite matrix need to be well designed for the event-triggered
condition. Different from the methods shown in [16], [17],
[19], [20], the proposed method of this paper, as detailed in
Section IV, requires only one parameter to be designed
based upon the proposed event-triggered condition. The pro‐
posed method does not need extra state estimators and has a
low computational burden, which is easier to implement.

The primary contributions of this paper include: ① a nov‐
el method for simultaneous average bus voltage restoration
and proportional load sharing of a DC microgrid in the pro‐
posed secondary control level that requires only local current
measurement and information from the corresponding neigh‐
bors; ② an event-triggered mechanism to significantly re‐
duce the communication burden that does not need addition‐
al state estimators or complex parameter design to decide
the event-triggered condition and thus easy to implement; ③
detailed convergence analysis and integrated simulation
study of a DC microgrid that contains multiple control levels
to verify the performance of the proposed control strategy
under over-load, plug-and-play, and agent-loss conditions.

The remainder of this paper is organized as follows. The
background preliminary is presented in Section II. The dis‐
tributed secondary control is presented in Section III. The
event-triggered implementation of the proposed secondary
control is presented in Section IV. In Section V, simulation
verification and result analysis are provided. Finally, conclu‐

sions are presented in Section VI.

II. BACKGROUND PRELIMINARY

A. Graph Theory

Generally, graph theory is widely applied to model the
communication topology of a network of distributed agents
[21], [22]. In order to model the distributed communication
between agents as a graph, each agent is represented by a
node, and the communication links between agents are repre‐
sented by edges [22]. A graph is generally defined as G =
(VE), where V ={12...n} is a set of nodes, n is the number
of nodes in the graph; and EÍV ´V is a set of edges. The
set of the neighboring agents of the ith node can be defined
as Ni ={ |jÎV (ij)ÎE}.

B. Distributed Consensus Theory

Based on the graph theory, a matrix WÎRn ´ n is referred
to an Laplacian matrix [23] of graph G if its elements wij is
calculated based on the following equation.

wij =

ì

í

î

ï

ï
ïï
ï

ï

ï

ï
ïï
ï

ï

-
1

ni + nj + ξ
agents i and j are connected

∑
jÎNi

1
ni + nj + ξ

for diagonal elements

0 agents i and j are disconnected

(1)

where ni and nj are the numbers of neighbors of the ith and
jth agents, respectively; and ξ is a real number for regulating
eigenvalues of matrix W.

Based on the definition of wij shown in (1), we can infer
that matrix W is positive semi-definite and symmetric.

According to [24], [25], a distributed consensus algorithm
could be represented by the following linear system.

ẋ(t)=-εWx(t) (2)

where ε is a gain factor to regulate convergence speed of the
distributed consensus method; and x(t)ÎRn ´ 1 is the system
state at time t.

According to the distributed consensus theory, if a consen‐
sus is reached, the system state will converge to the average
value of all agents’ initial state [24]. Thus, the convergence
state is:

lim
t®¥

x(t)=
1
n
Φx(0) (3)

where ΦÎRn ´ n is a square matrix and all its elements equal
to 1; and x(0) is the initial system state.

Based on the distributed consensus theory and the defini‐
tion of W, the following properties can be derived.

Property 1: if W is a Laplacian matrix defined as (1), then
the following equation will be satisfied:

lim
s® 0

s(sI + εW )-1 =
1
n
Φ (4)

where I is a unity matrix.
Proof: the Laplace transform of x(t) is represented by

X(s), then the Laplace transform of linear system shown in
(2) can be presented in the s-plane as follows:
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X(s)= (sI + εW )-1 x(0) (5)

According to the final value theorem of Laplace trans‐
form, we have:

lim
t®¥

x(t)= xss = lim
s® 0

s(sI +W )-1 x(0) (6)

where xss is the steady-state system state.
Comparing (3) and (6), we can infer that (7) is satisfied.

lim
s® 0

s(sI +W )-1 x(0)=
1
n
Φx(0) (7)

As (7) is always satisfied for x(0)¹ 0, Property 1 shown in
(4) is also satisfied.

Property 2: define b as a constant real number, and 1 =
[11...1]TÎRn ´ 1, if the linear equation (8) is solvable, then
we can infer that b = 0, and the solution of linear equation
presented in (8) can be represented by x = γ1, which means
each element of x converges to a common value.

Wx = b1 (8)

Proof: according to the definition of Laplacian matrix W
shown in (1), we can infer that the summations of all the
row elements of W are equal to zero. Thus, we can infer that
zero is one eigenvalue of matrix W and that the correspond‐
ing eigenvector is 1 =[11...1]T. If graph G is strongly con‐
nected, then rank(W )= n - 1 [25].

Based on the consistency theory [26], [27], if the linear
equation (8) is solvable, (9) will be satisfied.

rank(W )= rank([Wb1])= n - 1 (9)

According to (9), we can infer that b = 0. As the matrix W
has an eigenvalue of zero and eigenvector 1 =[11...1]T, the
general solution of homogeneous system Wx = 0 has the fol‐
lowing form [26]:

x = γ[11...1]T = γ1 (10)

Thus, based on the above analysis, Property 2 is satisfied.

III. DISTRIBUTED SECONDARY CONTROL

Figure 1 presents the hierarchical control architecture of a
DC microgrid, which includes a primary droop control and a
proposed distributed secondary control, where PWM repre‐
sents pulse width modulation.

In this section, the control objective of proposed distribut‐
ed secondary control is firstly presented to overcome the
drawbacks of primary droop control. Secondly, the distribut‐
ed average bus voltage discovery strategy is proposed and
applied for the secondary voltage restoration control. The de‐
sign process of the distributed secondary control algorithm is
presented in the following subsections.

A. Control Objective

In order to ensure the primary load sharing between paral‐
lel DGs, the voltage-current droop control strategy is widely
applied in the primary droop control of a DC microgrid [9],
[11]. For a converter-interfaced DG, the voltage & current
controllers can generate the appropriate output voltage refer‐
ence for its inner-loop voltage controller as follows:

vrefi (t)= vnom -mipui (t) (11)

where vrefi (t) is the output voltage reference of inner-loop
voltage controller for DG i; vnom is the nominal value of bus
voltage; m is the droop coefficient; and ipui (t) is the per-unit
current output of DG i that can be calculated as:

ipui (t)=
ii (t)
imaxi

(12)

where ii (t) and imaxi are the current and the maximum cur‐
rent of DG i, respectively.

Generally, the larger the droop coefficient is, the more ac‐
curate the load sharing is, while the higher the voltage devia‐
tion will be. Thus, the primary droop control shows an inher‐
ent trade-off between voltage regulation and current sharing
when several DGs operate in parallel [28], [29].

In order to overcome the drawbacks of primary droop con‐
trol, a distributed event-triggered secondary control method
is proposed to generate a voltage regulating term Dvi (t) and
improve the conventional droop control shown in (11) as:

vrefi (t)= vnom - ipui (t)m +Dvi (t) (13)

In this paper, the following control objectives are consid‐
ered for the proposed secondary control strategy.

1) Restore the average bus voltage of a DC microgrid to
the nominal value vnom through adjusting voltage regulating
term Dvi (t) and shifting the conventional droop control
through (13).

2) Achieve accurate current sharing between droop con‐
trolled DGs in proportion to their capacities by adjusting the
voltage regulating term Dvi (t) and shifting the conventional
droop control through (13).

B. Distributed Average Bus Voltage Discovery

In order to restore the average bus voltage of a DC mi‐
crogrid to its nominal value, the average bus voltage of the
microgrid needs to be discovered first. Thus, based on the
distributed consensus theory [23], [30], a distributed average
bus voltage discovery algorithm is designed as shown in

Voltage & current
controllers

Voltage & current
controllers

Voltage & current
controllers

Δv2 ΔviΔv1

DG 1
Power

converter 1 DG 2
Power

converter 2 DG i
Power

converter i

    

m
vnom

ipu,1     

m
vnom

ipu,2     

m
vnom

ipu,i

PWM PWM PWM

DC bus

Distributed secondary control

vref,1 vref,2 vref,i

Primary droop control

 

Agent 1
Agent 2

Agent 3
Agent i

…

…

…

…

Fig. 1. Hierarchical control architecture of DC microgrid.
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(14), which can allow each DG agent to discover the aver‐
age bus voltage of a DC microgrid based on distributed com‐
munication. After discovering the average bus voltage
through (14), the average bus voltage can then be easily re‐
covered later in Section III-C.

vavei (t)= vi (t)- ε ∫0

t ∑
jÎ{iNi }

wij vavej (τ)dτ (14)

where vavei (t) is the discovered average bus voltage hold by
DG i; vi (t) is the measured output voltage of DG i; and ε > 0
is a gain factor, which can tune the convergence speed of
distributed average bus voltage discovery algorithm.

Different from the dynamic consensus algorithm proposed
in [31], [32], a gain factor ε > 0 is added in the distributed
average bus voltage discovery algorithm for the DC mi‐
crogrid, as shown in (14). With the freely adjustable parame‐
ter ε, the convergence speed of the algorithm can be easily
adjusted to a satisfactory value. In the following, the conver‐
gence of the algorithm shown in (14) is analyzed.

Define Vavei (s), Vi (s) as the Laplace transforms of vavei (t),
vi (t), respectively. Then, the Laplace transform of (14) is:

sVave i (s)=-ε ∑
jÎ{iNi }

wijVavej (s)+ sVi (s) (15)

Based on the definition of Laplacian matrix W shown in
(1), the compact form of (15) can be rewritten as:

sVave (s)=-εWVave (s)+ sV (s) (16)

where Vave (s)=[Vave1 (s)Vave2 (s)...Vaven (s)]T; and V (s)=[V1 (s)
V2 (s)...Vn (s)]T.

According to (16), the following equation can be derived:

Vave (s)= (sI + εW )-1 sV (s) (17)

Define vss
i as the steady-state bus voltage of DG i, and vss =

[vss
1 vss

2 ...vss
n ]T, thus, according to the final value theory of

Laplace transform, the following equation will be derived:

vss = lim
s® 0

sV (s) (18)

Then, according to the final value theory of Laplace trans‐
form, and by substituting (4) and (18) into (17), the follow‐
ing equation can be derived:

vss
ave = lim

t®¥
vave (t)= lim

s® 0
sVave (s)= lim

s® 0
s(sI + εW )-1 sV (s)=

1
n
Φvss

(19)

As ΦÎRN ´N is defined as a square matrix and all its ele‐
ments equal to 1, vavei can converge to the corresponding av‐
erage value of the voltages of all DGs for i = 12...N.

C. Distributed Secondary Control Algorithm Design

To satisfy these two control objectives presented in Sec‐
tion III-A, a distributed secondary control is proposed in this
subsection, in which DG i generates the voltage regulating
term Dvi (t) by communicating with its neighboring DG
agents in a distributed way based on the following equation.

Dvi (t)= kpv (vnom - vavei (t))+ kiv∫
0

t

(vnom - vavei (τ))dτ -

kpc ∑
jÎ{iNi }

wij ipuj (t)- kic∫
0

t ∑
jÎ{iNi }

wij ipuj (τ)dτ (20)

where kpv > 0 and kiv > 0 are the proportion and integral fac‐
tors for voltage restoration, respectively, which affect the
convergence speed of voltage restoration; and kpc > 0 and kic >
0 are the proportion and integral factors for load sharing,
which affect the convergence speed of proportional load shar‐
ing, respectively.

As shown in (20), only local current measurement and in‐
formation from the corresponding neighboring agents are re‐
quired to ensure the proportional current sharing, while the
average current or circulating current of the DGs is not re‐
quired. Thus, the proposed algorithm shown in (20) is differ‐
ent from the load sharing algorithms proposed in [14], [15].
In [14], the average circulating current needs to be obtained
using a consensus algorithm before generating a modified
droop control action, which is complex to implement. In
[15], on the other hand, in order to generate an updated volt‐
age control action, the per-unit output power of each DG
needs to be identified through sharing information among all
DGs via a low-bandwidth communication, which will in‐
crease the communication cost.

The distributed secondary control algorithm is converged
and can satisfy these control objectives proposed in Section
III-A as demonstrated in the following part.

Define DVi (s), Vnom (s)= vnom /s, and Ipui (s) as the Laplace
transforms of Dvi (t), vnom, and ipui (t), respectively. Then, the
Laplace transform of (20) can be defined as:

sDVi (s)= (skpv + kiv ) ( vnom

s
-Vavei (s)) - (skpc + kic ) ∑

jÎ{iNi }

wij Ipuj (s)

(21)

Furthermore, define Vrefi (s) as the Laplace transform of
vrefi (t). Thus, the Laplace transform of (13) can be defined
as:

Vrefi (s)=
vnom

s
- Ipui (s)m +DVi (s) (22)

Generally, the primary droop control and the inner voltage
control loops show much higher response speed than the pro‐
posed secondary control [33]. Thus, we can assume that
vrefi (t)= vi (t). Define Vi (s) as the Laplace transform of vi (t),
and the following equation can be derived:

Vrefi (s)=Vi (s) (23)

Substituting (21) and (23) into (22), we can obtain:

sVi (s)= vnom - sIpui (s)m + (skpv + kiv ) ( vnom

s
-Vavei (s)) -

(skpc + kic ) ∑
jÎ{iNi }

wij Ipuj (s) (24)

By multiplying both sides of the above equation by s and
rewriting it in the compact form, the following equation can
be derived:

s2V (s)= svnom - s2 Ipu (s)m + (skpv + kiv )(vnom - sVave (s))-
(skpc + kic )WsIpu (s) (25)

where V (s)=[V1 (s)V2 (s)...Vn (s)]T; vnom =[vnomvnom...vnom ]T;
Ipu (s) = [Ipu1 (s)Ipu2 (s)...Ipun (s)]T; and Vave (s) = [Vave1 (s)
Vave2 (s)...Vaven (s)]T.
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Define iss
pui as the output per-unit current of DG i in the

steady state, and i ss
pu =[iss

pu1iss
pu2...iss

pun ]T. Thus, according to
the final value theory of Laplace transform, we can obtain:

i ss
pu = lim

s® 0
sIpu (s) (26)

Based on the final value theorem [34] and substituting
(18) and (26) into the limit form of (25), we can obtain:

lim
s® 0

s2V (s)= lim
s® 0

{svnom - s2 Ipu (s)m +

}(skpv + kiv )(vnom - sVave (s))- (skpc + kic )WsIpu (s) Þ

lim
s® 0

svss = lim
s® 0

{0 - si ss
pum + (0 + kiv )(vnom - vss

ave )-

}(0 + kic )Wi ss
pu Þ kicWi ss

pu = kiv{vnom - vss
ave} (27)

Comparing (27) and Property 2 shown in (8), we can con‐
clude that the average bus voltage obtained by each DG
agent via the distributed discovery algorithm can converge
to the nominal value and the current can be proportionally
dispatched among DGs in the steady state. Thus, the pro‐
posed control objectives presented in Section III-A can be
satisfied with the proposed secondary control.

Figure 2 presents the schematic diagram of distributed sec‐
ondary control. The primary droop controllers are generally
with much higher response speed than the distributed second‐
ary controller. Furthermore, the time frame of the primary
droop control is generally between 0.1 ms and 10 ms [33],
and the time frame of the distributed secondary control is
generally between 100 ms and 1 s [35]. Thus, the sampling
as well as communication interval is designed as 10 ms for
the distributed secondary control, which can provide an ade‐
quate tradeoff between the response speed and communica‐
tion burden of the distributed secondary control. As shown
in Fig. 2, a memory block is applied to store the information
received from its neighboring agents by communicating with
its neighboring agents, and the period is fixed to be 10 ms.

IV. EVENT-TRIGGERED IMPLEMENTATION OF PROPOSED

SECONDARY CONTROL

In this section, the event-triggered communication strategy
is first designed. Then, the convergence analysis of the

event-triggered secondary control is presented.

A. Event-triggered Communication Strategy

In order to implement the distributed average bus voltage
discovery algorithm shown in (14) and the distributed sec‐
ondary control algorithm shown in (20), the information
about the discovered average bus voltage vavei and the output
per-unit current ipui acquired by the ith agent need to be ex‐
changed by communicating with neighboring agents. The
communication could be achieved in a time-triggered strate‐
gy or an event-triggered strategy. For the time-triggered strat‐
egy, communication is executed in a fixed sampling or con‐
trol period, which will cause many cases of redundant com‐
munication [18]. For the event-triggered strategy, communi‐
cation will be executed only when the state is triggered by
certain event. To reduce the communication burdens, an
event-triggered condition is designed as shown in Fig. 3
and (28).

μvi (t)=
ì
í
î

ïï
ïï

1 || vavei (t)- vavei (t - Ts ) > βvnom

0 otherwise
(28)

where μvi (t) is the communication state to exchange the dis‐
covered average bus voltage vavei with neighboring agents; β
is the permissible error threshold; and Ts is the sampling and
minimum communication interval of the proposed secondary
control, which is set as 10 ms, as presented in Section III-C.
Thus, the time interval between two event-triggered instanc‐
es is at least lower bounded by the constant sampling inter‐
val Ts = 10 ms, which ensures that Zeno-behavior is excluded.

When the event is triggered, i. e., μvi (t)= 1, the variable
vavei needs to transfer to its neighbors through communica‐
tion and then the neighboring agents will update their memo‐
ries with the newly-updated variable vavei as shown in Fig. 3.
Otherwise, i. e., μvi (t)= 0, the communication is avoided in
this control period and the algorithm shown in (14) will be
executed with the corresponding value that is stored in the

Neighbor information
Local information

Agent i

∆vi(t)

vref,i(t)

vi(t)

PWM

Equation (20)

Equation (14)

Memory
block

Trigger condition (29)

Trigger condition (28)

Memory
block

Primary 
droop
control

ipu,i(t) ipu,i(t), j Î Ni

vave,i(t), j Î Ni

ipu,i(t)μv,i(t)

μI,i(t)
vave,i(t)

vave,i(t)

DG i
Power

converter i

Fig. 3. Schematic diagram of event-triggered secondary control.
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∆vi(t)

vref,i(t)

vi(t)

PWM

Equation (20)

Equation (14)

Memory
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Memory
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 droop
control

ipu,i(t) ipu,i(t), j Î Ni

vave,i(t), j Î Ni

ipu,i(t)
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vave,i(t)

DG i
Power

converter i

Fig. 2. Schematic diagram of distributed secondary control.
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memory.
For the distributed secondary control shown in (20), the

event-triggered condition is designed as:

μIi (t)=
ì
í
î

ïï
ïï

1 || ipui (t)- ipui (t - Ts ) > βipui (t)

0 otherwise
(29)

where μIi (t) is the communication state to exchange the out‐
put per-unit current ipui between neighboring agents.

When the event is triggered, i. e., μIi (t)= 1, the variable
ipui (t) needs to be transferred to its neighbors through com‐
munication and then the neighboring agents will update their
memories with the newly-updated variable ipui (t) as shown
in Fig. 3. Otherwise, i. e., μIi (t)= 0, the communication is
avoided in this control period and the algorithm shown in
(20) will be executed with the corresponding value stored in
the memory.

As shown in Fig. 3, only the local measured information,
i.e., vavei and ipui, are required to generate the event-triggered
condition. However, for those methods proposed in [16],
[17], certain state estimators are required to generate event-
triggered condition. While the proposed event-triggered meth‐
od shows lower computation burden and is easier to imple‐
ment. In addition, as shown in (28) and (29), only the per‐
missible error threshold β needs to be designed for the event-
triggered condition. However, for the methods proposed in
[19], [20], several parameters and a positive definite matrix
need to be well designed for event-triggered condition. Thus,
the proposed secondary control is easier to implement.

B. Convergence Analysis

Different from the convergence analysis of the proposed
secondary control under the time-triggered communication
mechanism shown in Section III, the convergence of a dis‐
tributed control strategy under the event-triggered communi‐
cation mechanism generally needs to be further evaluated
[36]. In order to analyze the convergence of the event-trig‐
gered communication mechanism shown in (28) and (29),
μss

vi and μss
Ii are defined as the steady-state values of μvi (t)

and μIi (t), respectively. According to (28) and (29), the con‐
vergence of the proposed event-triggered secondary control
is related to μvi (t) and μIi (t).

The convergence of the event-triggered communication
mechanism shown in (28) can be proven based on the fol‐
lowing two cases.

1) All the agents satisfy μss
vi = 1. In this case, the event-trig‐

gered control strategy degrades into a time-triggered strate‐
gy. Based on the convergence analysis presented in Section
III, the algorithms shown by (14) is converged when they
are implemented with the time-triggered strategy. Thus, this
case is impossible because the assumption of μss

vi = 1 is inval‐
id during the converging process.

2) At least one agent satisfies μss
vi = 0. For the proposed av‐

erage bus voltage discovery algorithm shown in (14), the sta‐
bility analysis is as follows: ① according to (28), vss

avei will
converge to a certain value with acceptable small variation if
β is small enough; ② furthermore, according to (14), if the
discovered average bus voltage vss

avej of the other DGs have

big differences, then vss
avei will fluctuate widely that makes

the assumption of μss
vi = 0 invalid according to the distributed

consensus theory. Thus, the discovered average bus voltage
will be converged if β is small enough.

The convergence of the event-triggered mechanism shown
in (29) can also be proven based on the following two cases.

1) All the agents satisfy μss
Ii = 1. In this case, the event-trig‐

gered control strategy degrades into a time-triggered strate‐
gy. Based on the convergence analysis presented in Section
III, the algorithm shown in (20) is converged when it is im‐
plemented with the time-triggered strategy. Thus, this case is
impossible because the assumption of μss

Ii = 1 is invalid dur‐
ing the converging process.

2) At least one agent satisfies μss
Ii = 0. For the proposed sec‐

ondary control shown in (20), the stability analysis is as fol‐
lows: ① according to (29), iss

pui will converge to a certain val‐
ue with acceptable small variation if β is small enough; ②
furthermore, according to (20), if the output per-unit currents
iss

puj of the other DGs have big differences, then according to
distributed consensus theory, Dvss

i will fluctuate widely,
which will cause a large fluctuation of iss

pui and make the as‐
sumption of μss

Ii = 0 invalid. Thus, the proposed secondary
control strategy will also converge if β is small enough.

V. SIMULATION VERIFICATION AND RESULT ANALYSIS

To evaluate the performance of the proposed event-trig‐
gered secondary control, a DC microgrid shown in Fig. 4 is
simulated in MATLAB/SimPowerSystems.

As shown in Fig. 4, the studied DC microgrid contains
five DGs, and each DG is assigned with an agent that can
communicate with its neighbors. The nominal DC bus volt‐
age is 400 V. The length of each transmission line and the
load demand in each bus are also shown in Fig. 4. The resis‐
tance of the transmission lines in the DC microgrid is set as
0.325 Ω km [37]. In this paper, in order to improve the ro‐
bustness of the proposed control strategy, the communication
topology of the agents is designed to satisfy the N - 1 rule
[38], which will assure that any two agents in the communi‐
cation network remain connected in case of a communica‐

Load 3
(25 kW)

Line 1
(100 m)

Line 2
(250 m)

DG #1

Line 3
(200 m)

Line 4
(250 m)

DG 1

Agent 1

Agent 3

Load 1
(40 kW)

DG #1DG 2

Agent 2

Load 2
(20 kW)

Agent 4

DG #1DG 4

Agent 5

DG #1DG 5

DG 3

Load 4
(38 kW)

Load 5
(10 kW)

Fig. 4. Structure of DC microgrid test system.
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tion link fault. The detailed parameters of the DGs and the
communication topology of the agents are shown in Table I.
The maximum admissible voltage droop is generally de‐
signed as percentage of the nominal DC bus voltage [39],
thus the droop coefficient m is set as 5% ´ 400 V = 20 V in
this paper. According to the proportional-integral (PI) tuning
rules [40], the parameters of ε, kpv, kiv, kpc, and kic shown in
(14) and (20) are set as 10, 0.05, 12, 5, and 600, respective‐
ly, which can give a good tradeoff between overshoot and re‐
sponse speed. In order to improve the performance of the
proposed control method, the above parameters can also be
offline optimized by certain artificial intelligence (AI)-based
algorithms, such as particle swarm optimization [41], ant col‐
ony optimization [42], and genetic algorithm [43]. However,
this paper intends to ensure the average bus voltage regula‐
tion and proportional load sharing of a DC microgrid
through designing an event-triggered secondary control strat‐
egy. The AI-based parameter optimization will be considered
in our future work.

A. Verification of Proposed Secondary Control in Case of
Time-triggered Strategy

The performance of proposed secondary control is firstly
verified in case of time-triggered method. It should be noted
that the event-triggered method will degrade into time-trig‐
gered method when permissible error threshold in (28) and
(29) is set as β = 0. In time-triggered method, the periodic
communication between neighboring agents is conducted in
a fixed time interval of 10 ms as shown in Section III-C.
For this case, the corresponding scenarios are designed as:
① before t = 2 s, only the primary droop control is enabled;
② during t = 2 s to t = 6 s, only the average bus voltage dis‐
covery algorithm is enabled; ③ after t = 6 s, the proposed
secondary control is started to regulate the average bus volt‐
age and ensure proportional current sharing.

In terms of the time-triggered method, the performance of
proposed secondary control is shown in Fig. 5.

Before t = 2 s, the average bus voltage of each DG is set
with its local measured voltage value, as shown in Fig. 5(a).
When the distributed average bus voltage discovery algo‐
rithm is enabled after t = 2 s, the discovered average bus volt‐
age of each DG can converges to real average bus voltage
within a short transient process. Before t = 6 s, the currents
are shared based on the primary droop control. When the
proposed secondary control is enabled after t = 6 s, the aver‐
age bus voltage can be regulated to its nominal value, i. e.,
400 V, as shown in Fig. 5(a), and the current of each DG
can be shared in proportion to their capacities, as shown in

Fig. 5(b). Thus, the proposed secondary control can satisfy
both of the control objectives presented in Section III-A, and
shows good transient and steady-state performances.

B. Verification of Proposed Secondary Control in Case of
Event-triggered Strategy

It should be noted that the permissible error threshold β in
(28) and (29) affects both the control accuracy and the com‐
munication burden of the proposed secondary control. To
verify the performance of the proposed secondary control,
the performance comparison of the proposed secondary con‐
trol is carried out using six different β values as shown in
Fig. 6. Other conditions are the same as those used in Fig. 5.

The event-triggered method will degrade into the time-trig‐
gered strategy in case of β = 0. As demonstrated in Fig. 5,
the time-triggered method, i. e., β = 0, shows good transient
and steady-state performances. Thus, the results of the event-
triggered strategy in terms of β = 0 can be taken as a bench‐
mark. As shown in Fig. 6(a) and (b), with the increase of β,
both the discovered average bus voltage and the current shar‐
ing show higher deviations from those shown in the bench‐
mark case, i. e., β = 0 in the steady-state. Figure 6(c) and (d)
demonstrates the event-triggering time sequences of μv1 (t)
and μI1 (t) using six different β values, respectively. In Fig. 6
(c) and (d), the vertical axis labels of 1-6 represent case in‐
dexes associated with β values of 0, 0.5 ´ 10-5, 1 ´ 10-5, 1.5 ´
10-5, 2 ´ 10-5, and 2.5 ´ 10-5, respectively. The “|” symbol in
Fig. 6(c) and (d) represent that the corresponding event-trig‐
gered condition is satisfied, and communication is needed to
exchange data between neighboring agents. Figure 6(e) and
(f) demonstrates the number of communication events re‐
quired to exchange vavei and ipui among neighboring agents,
respectively, under different β values during t = 6-10 s. As
shown in Fig. 6(c) - (e), the communication burden is in‐
creased with the decrease of β values. Based on the analysis,
β is set as 1 ´ 10-5, which can give a proper trade-off be‐
tween the control accuracy and the communication burden
of the proposed control strategy.

TABLE I
PARAMETERS OF DGS AND AGENTS

Index of DG

1

2

3

4

5

Neighboring agents

2, 3

1, 4

1, 4, 5

2, 3, 5

3, 4

Capacity (kW)

60
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30

35

1 2 3 4 5 6

5
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Fig. 5. Performance of proposed secondary control in case of time-trig‐
gered strategy. (a) Average bus voltage. (b) Current sharing of each DG.
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C. Verification of Proposed Secondary Control Under Over-
load Conditions

In order to verify the performance of the proposed event-
triggered secondary control under over-load conditions, the
scenarios are set as follows: ① all the load demands are in‐
creased to 1.7 times of that presented in Fig. 4; ② before t =
3 s, the current limitations are not considered; ③ after t = 3
s, under over-current conditions, the over-currents of DGs
are limited by generating additional voltage regulation terms
that drive the corresponding DGs operating under their maxi‐
mum allowable currents; ④ after t = 6 s, the proposed event-
triggered secondary control is enabled to regulate the aver‐
age bus voltage and ensure the proportional current shar‐
ing.

Figure 7 presents a performance evaluation of the pro‐
posed secondary control under over-load conditions.

As shown in Fig. 7, before t = 3 s, DG 2 and DG 4 are
over-loaded, and their currents are higher than 1 p.u.. After
t = 3 s, the current limitation strategy is enabled, thus, the
currents of DG 2 and DG 4 are reduced to 1 p.u., and the
currents of the rest DGs are increased to meet the load de‐
mand. Especially, the current of DG 1 is also limited to 1
p.u. during t = 3-6 s. After t = 6 s, the average bus voltage is
regulated to its nominal value and the current of each DG is
shared in proportional to their capacities, which demon‐
strates the effectiveness of the proposed secondary control
even under over-load conditions.

D. Verification of Proposed Secondary Control in Case of
Load Variation

To verify the performance of the proposed event-triggered
secondary control in the case of a load variation, a case
study has been conducted using the following scenarios: ①
before t = 10 s, load 3 is turned off and all the other loads
are turned on; ② at t = 10 s, load 4 is turned off; ③ at t = 14
s, load 4 is turned on again; ④ at t = 18 s, load 3 is turned
on; ⑤ at t = 22 s, load 3 is turned off.

The performance evaluation of the proposed secondary
control in case of the load variation is shown in Fig. 8. In
this case, the average bus voltage can be restored to the
nominal value, i. e., 400 V, with an admissible short-term
transient process.

As shown in Fig. 8(b) and (c), in case of the load varia‐
tion, the generated power and output current can be propor‐
tionally dispatched among the DGs with a short-term tran‐
sient. Thus, the proposed secondary control can satisfy the
control objectives presented in Section III-A, and shows
good transient and steady-state performances in case of load
variation.
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Fig. 7. Performance evaluation of proposed secondary control under over-
load conditions. (a) Average bus voltage. (b) Current sharing of each DG.

388.4
5 6 9 10

9 10

388.5
388.6
388.8
388.7
388.9

0.5695
0.5697
0.5699
0.5701

0
0 1.00.5 1.5 2.0 2.5

500
1000
1500
2000
2500
3000

 

399.8
399.9

399.7

400.0
400.1

N
um

be
r o

f
tri

gg
er

ed
 e

ve
nt

s

0
500

1000
1500
2000
2500
3000

N
um

be
r o

f
tri

gg
er

ed
 e

ve
nt

s

0.565
0.570
0.575
0.580
0.585
0.590
0.595
0.600
0.605

Cu
rre

nt
 sh

ar
in

g 
(p

.u
.)

1 2 3 4 5 6 7 8 9 10
Time (s)

(b)

388
384

392
396
400
404

D
isc

ov
er

ed
 a

ve
ar

ag
e

bu
s v

ol
ta

ge
 (V

)

1 2 3 4 5 6 7 8 9 10
Time (s)

(a)

6
5
4
3
2
1Ev

en
t-t

rig
ge

rin
g

 ti
m

e 
se

qu
en

ce

6 7 8 9 10
Time (s)

(d)

5
6

4
3
2
1Ev

en
t-t

rig
ge

rin
g

 ti
m

e 
se

qu
en

ce

6 7 8 9 10
Time (s)

(c)

β = 0; β = 0.5 × 10-5

β = 1.5 × 10-5β = 1 × 10-5;
β = 2.5 × 10-5β = 2 × 10-5;

β = 0; β = 0.5 × 10-5

β = 1.5 × 10-5β = 1 × 10-5;
β = 2.5 × 10-5β = 2 × 10-5;

β = 0; β = 0.5 × 10-5

β = 1.5 × 10-5β = 1 × 10-5;
β = 2.5 × 10-5β = 2 × 10-5;

β = 0; β = 0.5 × 10-5

β = 1.5 × 10-5β = 1 × 10-5;
β = 2.5 × 10-5β = 2 × 10-5;

(e)
β (10-5)

0 1.00.5 1.5 2.0 2.5
β (10-5)

(f )

Fig. 6. Performance comparison of proposed secondary control with differ‐
ent β values in case of event-triggered strategy. (a) Average bus voltage dis‐
covered by agent 1 with different β values. (b) Current sharing of DG 1
with different β values. (c) Event-triggering time sequences of μv1 (t) with
different β values. (d) Event-triggering time sequences of μI1 (t) with differ‐
ent β values. (e) Number of triggered events required to exchange data vavei

among neighboring agents with different β values during t = 6-10 s. (f) Num‐
ber of triggered events required to exchange data ipui among neighboring
agents with different β values during t = 6-10 s.
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E. Robustness Evaluation in Case of Plug-and-play and
Agent Loss

In order to verify the performance of the proposed second‐
ary control in handling the plug-and-play requirement and
agent loss, a case study has been conducted using the follow‐
ing scenarios: ① during t = 26-30 s, DG 5 is turned off, and
its corresponding agent (agent 5) is also shut down; ② after
t = 30 s, DG 5 and agent 5 are turned on again; ③ during t =
34-38 s, agent 5 is lost and load 4 is turned off, and DG 5 is
disconnected from the microgrid; ④ after t = 38 s, agent 5 is
recovered and DG 5 is turned on again.

As shown in Fig. 9(a), based on the updated multi-agent
system that consists of agents 1-4, the average voltage can
restore to its nominal value in cases of the shutdown of DG
5 and the loss of agent 5 during t = 26-30 s and t = 34-38 s.

When agent 5 is lost during t = 34-38 s, it loses the com‐
munication link with the rest agents. However, the matrix W
can be updated based on the updated communication topolo‐
gy of the rest agents. Thus, as shown in Fig. 9(c), during t =
34-38 s, the other DGs can still ensure a proportional current
sharing. In conclusion, as shown in Fig. 9, the proposed sec‐
ondary control shows good robustness in handling the plug-
and-play and agent loss.

VI. CONCLUSION

A distributed and event-triggered secondary control is pro‐
posed to ensure the average bus voltage restoration and pro‐
portional current sharing for DC microgrid. An event-trig‐
gered condition is also designed to reduce the communica‐
tion burden among the neighboring agents, which does not
need extra state estimators and is easy to implement. The
proposed control method also shows good robustness against
load variation, plug-and-play, and agent faults. For future
work, we plan to investigate the potential to extend the pro‐
posed secondary control to voltage and frequency regulation
for AC and hybrid AC/DC microgrids. Besides, the im‐
proved control strategy and detailed analysis of time delays
on the performance of the proposed secondary control are al‐
so the future research plans.
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