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Abstract——Heat exchanger systems (HXSs) or heat recovery
steam generators (HRSGs) are commonly used in 100 kW to 50
MW combined cooling, heating, and power (CCHP) systems.
Power flow coupling (PFC) is found in HXSs and is complex
for researchers to quantify. This could possibly mislead the dis‐
patch schedule and result in the inaccurate dispatch. PFC is
caused by the inlet and outlet temperatures of each component,
gas flow pressure variation, conductive medium flow rate, and
atmosphere condition variation. In this paper, the expression of
PFC is built by using quadratic functions to fit the nonlinearity
of thermal dynamics. While fitting the model, the environmen‐
tal condition needs prediction, which is calculated using phase
space reconstruction (PSR) Kalman filter. In order to solve the
complex quadratic dispatch model, a hybrid following electrici‐
ty load (FEL) and following thermal load (FTL) mode for re‐
ducing the dimension of dispatch model, and a feasible zone
analysis (FZA) method are proposed. As a result, the PFC prob‐
lem of CCHP system is solved, and the dispatch cost, invest‐
ment cost, and the maximum power requirements are opti‐
mized. In this paper, a case in Jinan, China is studied. The PFC
model is proven to be more precise and accurate compared
with traditional models.

Index Terms——Combined cooling, heating, and power (CCHP)
system, renewable energy source (RES), load prediction, opera‐
tion strategy, exergy and energy analysis, power flow coupling
(PFC) model.

I. INTRODUCTION

COMBINED cooling, heating, and power (CCHP) sys‐
tems have attracted researchers’ attention because of

the high efficiency and low environmental impact [1]. Differ‐

ent topologies of CCHP systems have been considered in or‐
der to improve the performance and make full use of renew‐
able energy sources (RESs).

Heat exchanger systems (HXSs) are commonly used for
multiple strategies in small-scale, medium-scale, and large-
scale CCHP systems. HXSs can improve the total capacity
of the fuel consumption, with which the systems could com‐
pletely recover the waste heating [1]. In [2], three HXSs are
used to adjust different seasonal demands of users. Heat re‐
covery steam generators (HRSGs) and HXSs function as the
waste heating collectors and heating flow generators in high-
speed railway stations, respectively. Both of them function
as the adjustment components for heating-electricity load ra‐
tio [3]. These applications of the HXSs improve the perfor‐
mance of CCHP systems but bring complex nonlinear ther‐
modynamics.

There are four main categories in thermodynamic model‐
ing [4], including the lump modeling approach [5], the mov‐
ing boundary approach, the tube-by-tube approach [6], and
the segment-by-segment approach [4], [7]. All the above
four main categories prove that the models of HXSs are non‐
linear. The dispatch models of CCHP systems are usually lin‐
ear [8]. In most cases, these differences are neglected.

Researches show that the HXSs have multiple energy cou‐
pling loops [9], namely power flow coupling (PFC). It is de‐
fined as when one state of a single component in HXS
changes, the independent parameters of other components
would be possibly influenced to be changed, resulting in dis‐
patch deviations.

PFC is not yet being considered in the dispatch models of
CCHP systems and the above common facts about PFC are
neglected in former CCHP researches. A CCHP dispatch
model considering PFC has to be proposed.

Firstly, in order to precisely build the PFC models, effi‐
cient data should be prepared. A precise prediction of RESs,
CCHP loads, and environmental factors (humidity and tem‐
perature) is proposed as a data backup of PFC models [9].
After the precise prediction, the model is built according to
the basic laws of thermodynamics inside the HXSs [10].

Secondly, due to the nonconvexity of PFC models, simpli‐
fying methods with few hypotheses need to be introduced to
solve PFC models. The following load mode is used to sim‐
plify the calculation when solving PFC models. Two of the
most common strategies are recognized as the following ther‐
mal load (FTL) mode and the following electricity load
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(FEL) mode. A hybrid FEL and FTL (FHL) mode is used in
CCHP system recently and its impact is analyzed in [11]. In
addition, the best operation strategy depends on the choice
of the incentive policies. However, the FHL mode is the
most suitable when there is no incentive policy [12]. The
above researches prove that the following load modes are ef‐
fective to reduce the dimensions of the dispatch model.

Thirdly, the algorithm needs to be improved because most
general algorithms are not able to solve quadratic models.
The genetic algorithm (GA) and its improved method are
used in [1], [9], [13] to solve the optimal planning or dis‐
patch of CCHP systems. Mixed-integer linear programming
(MILP), as a precise optimal algorithm, is also used in many
CCHP cases [8]. In a common view, programming algo‐
rithms including MILP, mixed-integer programming (MIP),
and quadratic constraint programming (QCP) have more mer‐
its in precise calculation, but are less flexible in the adapta‐
tion of complex models. While intelligent algorithms such as
GA, particle swarm optimization (PSO), and annealing algo‐
rithm (AA) can solve complex models with higher-scale of
non-linearity, but their optimal solutions are less convincing.

The remainder of this paper is organized as follows. In
Section II, the description of CCHP system and the corre‐
sponding methods are presented. In Section III, the optimiza‐
tion method is introduced. A case study is presented in Sec‐
tion IV. Statistic results are shown in Section V. In Section
VI, significant conclusions of the proposed method are
drawn.

II. DESCRIPTION AND MODELING

The topologies of RES system and CCHP system are
shown in Fig. 1, where the RES system comprises wind tur‐

bine (WT), photovoltaic (PV), and fuel cells (FCs), and the
CCHP system comprises micro gas turbine (MGT), gas-fired
boiler (GF), compress chiller (COM), heating exchanger
(HX), and absorption chiller (ABS). In this section, the mod‐
el of CCHP system is proposed according to [8].

A. MGT and HXS Models

The CCHP system is further divided into two parts, name‐
ly the MGT system and HXS system [10], as shown in Fig.
2. The input air represented by Flow 1 functions as the sup‐
porting air of combustion, which is compressed and injected
to the turbine. The fuel flow represented by Flow 2 contrib‐
utes the system with chemical power. The fuel flow raises
the fluid temperature and helps acceleration. In HXS, the cy‐
cle includes water flow and gas flow, namely w1 - w4 and g1 -
g4, respectively.

The efficiency of compressor ηc is expressed as:

ηc = 1 - ( )0.04 +
γc - 1
150

(1)

where γc is the pressure ratio of compressor.
The required work of compressor is calculated as:

Ẇc = ṁc (1 +ω1 )(h2 - h1 ) (2)

where Ẇc is the rate of the required work, also regarded as
the input power of compressor; ṁc is the flow rate of com‐
pressor gas; ω1 is the humidity ratio; and h1 and h2 are the
enthalpy of the medium at the inlet and outlet of compres‐
sor, respectively.

The heating energy of the fuel consumption cycle is ex‐
pressed as:

RES system

FCs

Commercial load

AC
DC DC

ACDC
DC

DC
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COM

ABS HX
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Fig. 1. Topologies of RES system and CCHP system.
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Fig. 2. MGT and HXS in CCHP system.
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ẆT = ṁf (1 + λ)(h3 - h2 ) (3)

where ẆT is the thermal power of turbine; ṁf is the flow
rate of fuel; λ is the fuel-to-air ratio; and h3 is the enthalpy
of the combusting cycle.

The output power of turbine is calculated as:

Ẇ t = ṁ t (h4 - h3 ) (4)

where ṁ t is the mass flow rate of turbine gas; and h4 is the
enthalpy at the inlet of the four series ABSs.

The power to the power grid ẆGrid is simply regarded as
the subtraction of Ẇ t and Ẇc, which is expressed as:

ẆGrid = Ẇ t - Ẇc (5)

B. Principles of MGT and HXS

Figure 2 also includes four series ABSs, water tanks, and
cooling and heating equipment. These components obey the
exergy balance rule.

The exergy balance equation and the mass balance equa‐
tion for a steady system are given as:

ì

í

î

ïïïï

ï
ïï
ï

ĖW =∑
i = 1

n

Ė i
Q +∑ṁ ine in -∑ṁouteout - ĖD

∑ṁ in -∑ṁout = 0

(6)

where ĖW is the work of each component; Ė i
Q is the thermal

consumption of the ith component; n is the number of compo‐
nents;∑ṁ ine in and∑ṁouteout are the input and output work,

respectively, eout ={eLPeHP }, ṁ in and ṁout are the input and
output mass flow rates, respectively; and ĖD is the nominal
work.

The exergy of medium flow ex is calculated as:
ex = (hx - h0 )- T0 (sx - s0 ) (7)

where sx is the specific entropy of the medium flow, x =
1 2 3 4; h0, T0, and s0 are the initial temperature, enthalpy,
and specific entropy, respectively. The detail enthalpy calcu‐
lation of four series ABSs is shown in [10].

C. Environmental Condition Prediction

When calculating (6), the temperature, pressure, and mois‐
ture of the inlet and outlet are required. However, in order to
improve the dynamic performance of the CCHP system, it is
necessary to use the prediction data of the above variables in
advance, rather than the historical data.

Compared with other methods, the Kalman filter has ad‐
vantages in predicting CCHP loads and RESs at the same
time. However, the Kalman filter needs the sequences with
more dimensions to ensure its accuracy. The sequences for
predicting CCHP loads and RESs have limited dimensions.
In order to have a precise prediction, the dimensions of in‐
put sequences have to be increased.

Tokens theorem of embedding reveals that, when enough
dimensions are embedded, m ⩾ 2D + 1 should be satisfied,
where m is the number of the embedded dimensions; and D
is the number of the dynamic system dimensions [14].

This procedure is regarded as the phase space reconstitu‐
tion (PSR) [14]. The PSR theory shows that if the number
of dimension is satisfied, the sequence should be expressed
as:

X =[X1X2XiXt ] (8)

where Xi ={xixi + txi + (m - 1)t }.
The system state is rearranged in the matrix X and sent to

the Kalman filter. The flow chart of Kalman filter is shown
in Fig. 3, where Φ is the state transfer matrix; ω is the pro‐
cess noise vector; Τ is the impel transfer matrix; Z is the di‐
mensional observation vector; H is the transfer matrix of pre‐
diction output; K is the Kalman gain; and k is the order of
Kalman cycles.

D. Objective Function

A hybrid objective function considering the area and the
operation cost is proposed in this section. Each objective
function is evaluated separately. The function of annual total
cost (ATC) of CCHP system is expressed as:

ATC =CostC +CostM +CostFuel +CostGrid +CostR (9)

where ATC is the annual total cost; and CostC, CostM,
CostFuel, CostGrid, and CR are the capital cost, maintenance
cost, fuel cost, electricity cost, and replacement cost, respec‐
tively.

The capital cost CostC is from initializing the CCHP sys‐
tem, which is expressed as:

CostCj =Capj ×CostUj (10)

where Capj is the capacity of installing component j; and
CostUj is the unit cost of component j.

The maintenance cost CostM is evaluated by:

CostM =CostM1
1 + f
i - f

é

ë

ê
êê
ê
ê
ê ù

û

ú
úú
ú
ú
ú

1 - ( )1 + f
1 + i

ymax

(11)

where CostM1 is the first-year maintenance cost; f is the in‐
flation rate; ymax is the maximum operation year; and i is the
depreciation rate.

The electricity cost CostGrid and the fuel cost CostFuel are
expressed as:

CostGrid =PriceGrid∑
t = 1

n

EGridt (12)

CostFuel =PriceFuel∑
t = 1

n

(FMGTt +FGFt ) (13)

where PriceGrid and PriceFuel are the unit prices of electricity
from power grid and fuel, respectively; EGridt is the electrici‐
ty from power grid at time t; and FMGTt and FGFt are the fuel
consumptions of MGT and GF at time t, respectively.

The replacement cost CostR is expressed as:

CostR =Capj ×CostUj∑
y = 1

Nj 1

( )1 + f
1 + r

y
"y = 1 2  Nj (14)
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Fig. 3. Flow chart of Kalman filter.
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where r is the annual interest rate; y is the operation year of
CCHP system; and Nj is the maximum operation year of
component j.

E. PFC Models

In this section, a quadratic dispatch model is built to quan‐
tify PFC models. Compared with the linear dispatch models
proposed in [8], the proposed nonlinear PFC model is more
accurate.

Firstly, few conclusions of [10] are mentioned to simplify
the ideal system state when controlling the CCHP system.
The experiment shows that the MGT and HXS reach their
highest efficiencies when γc = 14. Thus, we keep γc un‐
changed when controlling the CCHP system.

Moreover, we need to control the cooling, heating, and
power outputs of the CCHP system, respectively. Varying
the low-pressure pinch point or pressure would change the
cooling output without changing the heating or power out‐
put, while varying the high-pressure pinch point or pressure
would change both heating and cooling outputs without
changing the power output. The power output could be ad‐
justed by increasing or decreasing the turbine inlet tempera‐
ture (TIT), but it could change the cooling and heating out‐
puts simultaneously.

Obviously, the above conclusions reveal a coupling rela‐
tionship among the three outputs. For example, when the
TIT changes from 1300 K to 1400 K, the power output
changes from 19.23 MW to 23.64 MW; meanwhile, the heat‐
ing output changes from 24.65 MW to 31.25 MW, and the
cooling output changes from 6.96 MW to 4.51 MW. Obvi‐
ously, if we need to enhance the power output of the CCHP
system, a correction for heating and cooling is required. Ac‐
cording to the above results, the power of PFC models are
assumed to be between 1% and 5% of the total system pow‐
er.

The PFC models contain five dispatch variables to deter‐
mine a unique operation point (or the so-called dispatch
state), which includes the electricity from MGT EMGT, the
heating from GF HGF, the electricity from power grid EGrid,
the cooling from ABS CABS, and the cooling from COM
CCOM. The first stage of the operation is to solve the opti‐
mized operation point of the CCHP system in an hour.

The operation point is expressed as follows.
1) Power Balance

ERES +EGrid + ηMGTE FMGT =ELoad +EConsume (15)

where ERES is the electricity from RES system; ELoad is the re‐
quirement of electricity load; EConsume is the electricity con‐
sumption of HRSG to generate heating and cooling; FMGT is
the fuel consumption of MGT; and ηMGTE is the efficiency of
fuel-to-electricity in the MGT.
2) Heating Balance

ηMGTH FMGT +HGF =HLoad +HConsume +HPFC (16)

where HLoad is the requirement of heating load; HConsume is the
heating consumption of HRSG to generate cooling; ηMGTH is
the efficiency of fuel-to-heating in the GF; and HPFC is the
heating loss of PFC during the generation, which is related
to the variation of electricity and cooling.

3) Cooling Balance

CABS +CCOM =CLoad +CPFC (17)

where CLoad is the requirement of cooling load; and CPFC is
the cooling loss of PFC during the generation, which is relat‐
ed to the variation of heating and electricity.
4) PFC

In Section I, PFC is defined as: when one state of a sin‐
gle component in HXS changes, the independent parameters
of other components would be possibly influenced to be
changed, resulting in dispatch deviations.

The PFC is a product of two decision variables, which is
expressed as:

HEPFC =
EMGTt + 1 -EMGTt

EMGTt

HGFt + 1 (18)

CHPFC =
HGFt + 1 -HGFt

HGFt

CABSt + 1 (19)

CEPFC =
EMGTt + 1 -EMGTt

EMGTt

CABSt + 1 (20)

where HEPFC, CHPFC and CEPFC are the PFC of electricity
and heating, the PFC of heating and cooling, and the PFC of
electricity and cooling, respectively.

We assume that the power at time t is detectable, and the
power at time t+1 is to be dispatched. Thus, the PFC model
is a product of two decision variables. The first parts of (18)-
(20) represent the power changes of the initial PFC compo‐
nents during the dispatch period [tt + 1], and the second parts
represent the power of the response components. For in‐
stance, HEPFC is explained as the power change of GF caused
by per-unit power change of the MGT. Similar definition is
suitable for CHPFC and CEPFC.

III. OPTIMIZATION METHOD

There are totally three constraint equations and five deci‐
sion variables, and the feasible zone analysis (FZA) method
is based on the coordinate of three decision variables FMGT,
EGrid, and ECOM. The rest two decision variables HGF and CABS

are expressed in equivalence with partial load between FTL
mode and FEL mode. Thus, the FHL mode is proposed to re‐
duce the dispatch model by two dimensions.

In this section, the global variable K% is defined as the ra‐
tio of FTL to FEL. As shown in Fig. 4, the system is operat‐
ing in the full FTL mode and full FEL mode when K% = 0%
and K%=100%, respectively.

When K% = 0%, it is obvious that the thermal energy is
more expensive. Thus, it is cheaper to generate cooling by
using electricity. Under this condition, the heating load is ful‐
ly supplied by the MGT, the cooling load is fully supplied
by the COM, and the insufficient electricity is supplied from
the power grid.

To conclude, when the ratio of FTL to FEL is at K%, K%

FTL
(K%=0%)

FEL
(K%=100%)

 

Fig 4. Ratio of FTL to FEL.
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of the electricity load and cooling load are satisfied by MGT
and ABS, respectively. Meanwhile, (100% -K%) of the elec‐
tricity load and cooling load are satisfied by power grid and
COM, respectively.

When K% is determined, two of the above five variables
are replaced with certain values, so it is used to reduce dis‐
patch state from 5-dimension to 3-dimension. If we scan K%
from 1% to 100%, it is possible to obtain an optimal result
with a set of 3-dimension images.

In this paper, a 3-dimension coordinate with x-axis for
FMGT, y-axis for EGrid and z-axis for ECOM, is constructed to
illustrate the feasible analysis. The system feasible points
(FPs) in full FTL mode (K%=0) and 50% FTL mode (K%=
50%) are shown in Figs. 5 and 6, respectively.

The minimum electricity generation is fixed on the elec‐
tricity curved surface. Obviously, the minimum heating gen‐
eration and cooling generation can also be determined. The
intersection of the three curved surfaces is assumed as the
FP.

The FP contains lower values of decision variables for
FMGT, EGrid, and ECOM. The solution for two hidden decision
variables HGF and CABS are expressed as:

HGF = αGF F 2
GF + βGF FGF + δGF =K% ´HLoad (21)

CABS =COP ×HEXC = βABS HEXC + δABS =K% ´CLoad (22)

where COP is the coefficient of performance, which repre‐
sents the efficiency of cooling; HEXC is the heating consump‐
tion of the ABS; and αGF, βGF, δGF, βABS, and δABS are the fit‐
ting parameters.

Obviously, in a dispatch schedule, each K% from 0% to
100% corresponds to an FP. The optimization of dispatch
schedule is equal to finding the optimal FP and K% by using
the FZA method.

IV. CASE STUDY

A. Research Sample

A typical dispatch schedule of CCHP system in March in
Jinan, China is studied in this section. The monthly climate
monitoring is uploaded hourly, and there are 31 ´ 24 = 744
monitoring points in total. To examine the accuracy of the
proposed method, the first 15-day data are used as the
known database, and the late 16-day data are detected and
optimized by the proposed method, which includes 16 ´ 24 -
1 = 383 points. The Pearson correlation results of load and
RES prediction are shown in Table I.

It can be observed that the wind speed is almost not relat‐
ed to other parameters, so that the prediction is divided into
the Kalman filter prediction with the wind speed and the
Kalman filter prediction with other parameters.

B. Demonstration of FZA Method

According to the prediction result, the proposed FZA
method is used to optimize the operation point and the dis‐
patch schedule.

The operation power of components in the 251st interval
of the total 383 hours is shown in Fig. 7. In this interval,
there are 73 FPs and each FP corresponds to a certain K%.
The operation cost of the system in the 251st interval is
shown in Fig. 8, and the minimum operation cost is
¥1383.887, which corresponds to the 35th FP (K%=56%).

0
200
400
600
800

1000
1200
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1 9 17 25 33 41
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W
)

Fig 7. Operation power of components in the 251st interval.
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TABLE I
PEARSON CORRELATION RESULTS OF LOAD AND RES PREDICTION

Item

CL

EL

HL

WS

SI

HU

TE

Pearson correlation

CL

1.00

0.45

-0.15

0.09

0.65

-0.54

0.82

EL

0.45

1.00

-0.19

0.17

0.56

-0.26

0.55

HL

-0.15

-0.19

1.00

-0.04

-0.24

0.21

-0.13

WS

0.09

0.17

-0.04

1.00

0.09

0.04

0.08

SI

0.65

0.56

-0.24

0.09

1.00

-0.43

0.66

HU

-0.54

-0.26

0.21

0.04

-0.43

1.00

-0.46

TE

0.82

0.55

-0.13

0.08

0.66

-0.46

1.00

Note: CL represents the cooling load; EL represents the electricity load; HL
represents the heating load; WS represents the wind speed; SI represents the
solar irradiance; HU represents the humidity; and TE represents the tempera‐
ture.
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V. STATISTIC RESULTS

In this section, the statistic results of the traditional and
the proposed optimization are contrasted. The traditional opti‐
mization uses GA (without PFC models) [1], [9], [13] and
the proposed optimization uses the FZA method (with PFC
models) to find an optimal K% and its corresponding results,
respectively. The two optimizations share the same con‐
straints, power balance equations, objective functions, and
the PSR Kalman filter data.

The dispatch schedules of each component solved by GA
and FZA are shown in Appendix A. Both schedules obtain
accurate power delivery with small errors (3 ´ 10-5 W for
FZA and 1.7 ´ 10-5 W for GA, respectively). However, the
average power, the standard deviation (STD), and the maxi‐
mum power of each component are very different. The statis‐
tic results solved by GA and FZA are shown in Figs. 9-11.

A. Average Power

Due to the influence of PFC, the power occupation of
MGT needs to be higher in order to eliminate the fluctuation
caused by GF and ABS. Meanwhile, the MGT is more eco‐
nomical for purchasing electricity or heating generation.
Thus, the cost of the proposed optimization is slightly lower
than that without PFC models. The power of PFC models is
assumed to be between 1% and 5% of the total system pow‐
er, which causes approximately 0.67% of the dispatch sav‐
ings.

B. STD

Without PFC models, much power fluctuation would be
neglected so that the system needs additional power to satis‐
fy all the loads. Thus, the STD increases and it is not benefi‐
tial to CCHPs, which would cause larger dispatch transient,
temperature and pressure variation, and waste of power sup‐
ply.

C. The Maximum Power

Due to the higher power occupation of MGT, the system
makes a higher use of the cogeneration. The lower STD re‐
duces the investment of components as well.

If the power of PFC models are assumed to be between
1% and 5%, the least investment of components would be
doubled according to the calculation results in Table II.

VI. CONCLUSION

Compared with traditional optimization, the proposed opti‐
mization has higher power from MGT and ABS, lower pow‐
er from GF and COM, and similar power from the power
grid. The PFC model is an explanation of the interaction
among MGT, GF, and ABS. It is obvious that the average
power of the three components would be different consider‐
ing PFC models. The proposed optimization results have sig‐
nificant improvements in the STD and the maximum power.
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TABLE II
RESULTS OF PROPOSED AND TRADITIONAL OPTIMIZATION
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Fig. A1. Electricity from MGT solved by GA and FZA.
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Fig. A2. Heat from GF solved by GA and FZA.
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Fig. A3. Electricity from power grid solved by GA and FZA.
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Fig. A4. Cooling from ABS solved by GA and FZA.
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Fig. A5. Cooling from COM solved by GA and FZA.
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