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Adaptive Frequency Responsive Control for
Wind Farm Considering Wake Interaction

Xue Lyu, Youwei Jia, and Zhaoyang Dong

Abstract——With the increasing share of wind power, it is ex‐
pected that wind turbines would provide frequency regulation
ancillary service. However, the complex wake effect intensifies
the difficulty in controlling wind turbines and evaluating the
frequency regulation potential from the wind farm. We propose
a novel frequency control scheme for doubly-fed induction gen‐
erator (DFIG)-based wind turbines, in which the wake effect is
considered. The proposed control scheme is developed by incor‐
porating the virtual inertia control and primary frequency con‐
trol in a holistic way. To facilitate frequency regulation in time-
varying operation status, the control gains are adaptively adjust‐
ed according to wind turbine operation status in the proposed
controller. Besides, different kinds of power reserve control ap‐
proaches are explicitly investigated. Finally, extensive case stud‐
ies are conducted and simulation results verify that the frequen‐
cy behavior is significantly improved via the proposed control
scheme.

Index Terms——Doubly-fed induction generator (DFIG) -based
wind turbine, virtual inertia control, primary frequency con‐
trol, power reserve control, wake interaction.

NOMENCLATURE

λ Tip speed ratio
ρ Air density

β Pitch angle

ωr Rotor speed
ωr0 Wind turbine (WT) rotor speed at the begin‐

ning of inertial response
ωr1 WT rotor speed at time t1

ωrmin The minimum WT rotor speed
ωrmax The maximum WT rotor speed

ωrnom Nominal WT speed
ωropt (β = θ) Optimal rotor speed under a certain pitch an‐

gle θ
ωrove Accelerated rotor speed to achieve the re‐

quired deloading level
ωs Rotor speed of synchronous generators SGs
ωs0 SG rotor speed at the beginning of inertial re‐

sponse
ωs1 SG rotor speed at time t1

Dωr WT rotor speed variation
Dωs SG rotor speed variation
δvi Aggregated wind deficit of the ith WT
δvij Velocity deficit of the ith WT generated by the

upstream jth WT
Ai Area swept by rotor blades
Ashadow Area of WT under shadowing
Ashadow

j® i Overlap between the area spanned by the
wake shadow cone generated by the jth WT
and the area swept by the ith WT

Cp Power coefficient
Cpdel Power coefficient in the deloading mode
CT Thrust coefficient
Dj Diameter of the jth WT blades
dij Distance between the center of the ith down‐

stream WT and the center of the wake effect
generated by the jth upstream WT

E Kinetic energy stored in the rotational rotor
f System frequency
fnom Nominal frequency
Df Frequency deviation
H Inertia constant
Hvir Virtual inertia coefficient of WT
J WT equivalent inertia
Jtur Turbine inertia
Jgen Generator inertia
k Decay constant
Kd Droop gain
Kin Inertia coefficient
Kin0 Virtual inertia coefficient when WT operates

at ωrmax

Lij Distance between the center of wake effect
and the shadow area

n Gear-box ratio
Pact (t0) Actual power output of WT at time t0

Pdel Captured wind power in deloading mode
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Pmpp The maximum captured wind power
Pnom WT nominal power
Pref Active power reference of WT
Pw Mechanical power captured by WT
DP Deviation between the mechanical power and

electrical power of SGs
DPd Power support provided by the droop control
DP pri

d WT primary reserve
DPin Power support provided by the virtual inertia

control
R Rotor blade radius
v Wind speed
v0 Free wind speed
vrated Rated wind speed
xi–xj Distance from the jth WT and the ith WT along

with the wind direction

I. INTRODUCTION

IN recent years, variable speed wind turbines (WTs), i. e.,
the doubly-fed induction generator (DFIG) -based WTs,

the permanent-magnet synchronous generator (PMSG)-based
WTs, are widely utilized due to their merits of high-energy
conversion efficiency [1]. However, WTs connect to the
main grid through power electronic devices, which makes
them loosely coupled with system frequency. In addition,
they have no primary reserve due to the maximum power
point tracking (MPPT) control. Currently, with the increas‐
ing penetration of wind energy in modern power system,
there is a rising interest that wind farms (WFs) should pro‐
vide frequency regulation support. Due to the intermittent
and fast changing nature of wind speed, it is challenging to
control the overall wind power output in a frequency-respon‐
sive way. The control complexity can be even entangled by
considering the intrinsic wake effect.

To ensure power system stability, the basic requirement is
to maintain the instantaneous balance between the generation
and demand. Once the imbalance occurs, the subsequent fre‐
quency behavior will be immediately subject to the overall
system inertia, and then can be remedied by frequency-re‐
sponsive units [2]. Recently, some researchers find that the
kinetic energy (KE) stored in the rotational rotor of WT can
be utilized as an energy buffer to provide rapid-yet-tempo‐
rary active power support. This kind of control strategy is
generally referred as virtual inertial control [3], [4], which
aims to restrain the rate of change of frequency (RoCoF). In
[5], a proportional relationship between the electrical torque
of WTs and the RoCoF is constructed. Considering that the
fixed gain may not contribute satisfactory inertial response
in practical operation due to the ambient wind speed fluctua‐
tion, a fuzzy control strategy is proposed in [6] to dynamical‐
ly regulate the inertia gain. To avoid the destabilization of
WTs induced by KE discharging, a large-perturbation nonlin‐
ear WT model is proposed in [7] and the virtual inertia gain
is tuned according to the wind speed. A dynamic droop-
based inertial control is designed in [8], in which a shaping
function about the droop gain and the RoCoF is developed.
Intuitively, this virtual inertia control by temporarily utilizing
KE is capacity-constrained. To further provide a relatively
long frequency regulation support, wind power curtailment

or deloading shall be employed to obtain a sufficient amount
of primary reserve. In terms of different physical reactions
of WTs, the primary reserve can be obtained via adjusting ro‐
tor speed, blade pitch angle and their combinations [9]-[12].
In general, the pitch angle control is usually less desirable as
its frequent manipulation might lead to irreversible fatigue
of WTs. Therefore, a conventional cascaded control is wide‐
ly adopted. For example, the rotor speed control is used at
low wind speed to perform deloading operation and the
pitch adjustment action only activates at high wind speed
[13], [14]. In contrast, a non-zero-pitch-angle-based control
strategy is proposed in [15], and simulation results demon‐
strate that this strategy can also effectively protect the pitch
servo from tear-and-wear and adequately exploit the KE buf‐
fer during dynamic operation. After obtaining a certain
amount of primary reserve, WTs can participate in the prima‐
ry frequency control. In order to enable WTs to support fre‐
quency regulation of the power grid, a dynamic droop con‐
troller based on fuzzy logic is designed in [16].

Considering WF level, individual WTs that are collective‐
ly committed to frequency regulation should not neglect the
naturally existing wake effect. Conventionally, the aggregat‐
ed WT model is widely adopted in existing works, where
aerodynamic interactions among WTs are not considered. Ob‐
viously, such simplification cannot evaluate the frequency
regulation capability of a WF accurately. By far, researches
on frequency responsive control of WTs with detailed wake
model is still at its infant stage. The impact of wake effect
on the WF inertial capacity is quantified in [17], and simula‐
tion results indicate that the overall inertial contribution is
significantly reduced by wake effect. Considering the non-
negligible wake effect and the time-varying operation status
of WTs, the inertia gain in [18] is adjusted according to the
available KE storage capacity to improve frequency nadir.
To determine the optimal profile of wind power extraction
throughout the overproduction process via KE discharging, a
heuristic control strategy is proposed in [19], where the
wind speed difference experienced by individual WTs is con‐
sidered. To enable the WF to trace the dispatch command
given by the system operator, active power regulation tasks
are assigned to WTs according to KE charging/discharging
range in [20]. In [21] and [22], different operation strategies
of WFs, e. g., maximize total KE, maximize overall wind
power generation, maximize total KE while deloading WF at
a certain level, are developed. Although the optimal coopera‐
tion among WTs can be achieved by solving optimization
problems, a high computation burden exists with high com‐
plexity involved in WT model and wake model. In addition,
the time-varying characteristic of wind speeds and load de‐
mands intensifies the difficulty in achieving online control.

To instantly provide adequate frequency regulation sup‐
port from multiple WTs, we propose an adaptive frequency
responsive control scheme, where the wake interactions are
fully considered. The main contributions of this paper are as
follows.

1) The proposed control scheme incorporates the virtual
inertia control and primary frequency control in a holistic
way, so that the RoCoF and the frequency deviation can be
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effectively mitigated.
2) The control gains in the designed controller are adap‐

tively adjusted, which guarantees that the frequency control
performance for WTs with different operation status can be
matched with their frequency regulation capabilities.

3) To investigate the impacts of wake interactions on the
frequency regulation contribution and total power production
from WF, different approaches of power reserve control are
explicitly investigated.

The remainder of this paper is organized as follows. The
WT model and wake model are introduced in Section II.
The proposed control framework for WTs participating in
frequency regulation is presented in Section III. The simula‐
tion results and the relevant discussions are given in Section
IV. Finally, Section V concludes this paper and presents the
further work.

II. WT MODEL AND WAKE EFFECT MODEL

A. WT Model

The system configuration of DFIG-based WT is depicted
in Fig. 1, which comprises a WT, gear box, induction genera‐
tor and back-to-back converter. It can be observed that the
stator is directly interfaced with the power grid, while the ro‐
tor is connected to the power grid through a back-to-back
converter. In general, the capacity of the back-to-back con‐
verter is about 20%-30% of WT nominal capacity. Specifical‐
ly, the rotor-side converter (RSC) controls the desired active
power reference of WT. The grid-side converter (GSC) con‐
trols the stability of DC-link voltage. The details of the gen‐
erator and converter model can be referred to [23].

The mechanical power extracted from wind Pw is defined
as:

Pw =
1
2
ρπR2v3Cp (λβ) (1)

Cp indicates a nonlinear relationship between the tip speed
ratio and pitch angle. According to [24], Cp can be formulat‐
ed as:

Cp = 0.22 ( )116
λ i

- 0.4β - 5 e
-

12.5
λi (2)

1
λ i

=
1

λ+ 0.08β
-

0.035

β3 + 1
(3)

λ=
ωr R

v
(4)

The pitch angle maintains at zero degree in case that wind
speed is lower than the rated value. Cp is only correlated
with λ. According to (1) - (4), there exists an optimal rotor
speed that yields the maximal power coefficient Cpmax for a
given wind speed. To ensure the maximum power capture,
the active power reference of WT for a measured rotor
speed can be calculated as:

Pmpp = {ρ2 πR2Cp (λoptβ = 00)v3 v£ vrated

Pnom v> vrated

(5)

Once the wind speed is larger than the rated value, the
pitch angle control would be activated to maintain the power
output of the WT at the nominal value.

B. DFIG Model and Converter Model

Considering the fast response of the converter, the flux dy‐
namics are neglected and the generator is modelled as a con‐
trolled current source. Specifically, the decoupled active cur‐
rent and the excitation current determine the active and reac‐
tive power injected to the power grid, respectively. The
RSCs and GSCs are self-commutated converters. RSC oper‐
ates in a stator-flux dq-reference frame, in which the rotor
current is decomposed into an active power (q-axis) compo‐
nent and a reactive power (d-axis) component. A cascaded
control structure is utilized. The fast inner loop controls the
reactive and active components of the rotor current and the
slower outer loop regulates the reactive and active power to
determine current set-points. GSC operates in an AC-voltage
dq-reference system. Similarly, a cascaded control structure
is designed, and the inner loop is the same with that of the
rotor side control. The outer loop controls the DC-link volt‐
age to determine the q-axis current set-point.

C. Wake Effect Model

WTs extract the energy from the wind, and the wind leav‐
ing the turbine has a lower energy compared with the case
when it reaches in front of the turbine, which is known as
wake effect. The total power production of WF is influenced
by the aggregated wake effect. To estimate the reduction of
wind power generation, several wake effect models have
been proposed since 1980s [25]. Different wake effect mod‐
els are compared in [26], and no particular difference of the
accuracy exists between the sophisticated models and simpli‐
fied models. Due to the relatively simple model and the fair‐
ly acceptable accuracy, the Jensen’s wake model has been
one of the most prevalent models for engineering applica‐
tions [27]. It is established based on the assumption that
wake expands linearly towards downstream, as shown in
Fig. 2. The downstream WT of wind speed can be given by:

vi = v0 (1- δvi) (6)

Note that wind speed reaching the ith WT is affected by
not only the upstream WT which is directly in front of it,
but also other upstream WTs. The aggregated velocity deficit
of the ith WT is expressed as:
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Fig. 1. Schematic diagram of DFIG-based WT.

1068



LYU et al.: ADAPTIVE FREQUENCY RESPONSIVE CONTROL FOR WIND FARM CONSIDERING WAKE INTERACTION

δvi = ∑
jÎN:xj < xi

(δvij)
2

(7)

δvij = ( )1- 1-CTj

é

ë
êê

ù

û
úú

Dj

Dj + 2k(xi - xj)

2
Ashadow

j® i

Ai

(8)

The thrust coefficient also indicates a nonlinear relation‐
ship between tip speed ratio and pitch angle, and it can be
obtained through look-up table or curve fitting, as given in
Fig. 3. Ashadow

j® i can be expressed as follows. A detailed exam‐
ple of the shadow area is shown in Fig. 2.

Ashadow
j® i =[Di + 2k(x i - xj)]

2 cos-1 ( )Lij

Di + 2k(x i - xj)
+

D2
i cos-1 ( )dij - Lij

Di + 2k(x i - xj)
- dij zij (9)

III. PROPOSED CONTROL SCHEME

In the proposed control scheme, the virtual inertia control
and primary frequency control are essentially integrated, as
shown in Fig. 4. Under a certain deloading operation condi‐
tion, in case of under-frequency events occur, each WT re‐
leases the stored KE and the primary reserve to offer fre‐
quency regulation support. In case over-frequency events oc‐
cur, to counterbalance frequency variation, KE can be
charged and the deloading level of WTs can be increased un‐
til the allowable limit is reached. Specifically, the virtual in‐
ertia gain and the droop gain are adaptively adjusted accord‐
ing to rotor speed and primary reserve capacity of WTs. The

online tuned control gains guarantee the good matching ef‐
fect between the frequency regulation from individual WTs
and their available frequency regulation capability.

A. Virtual Inertia Control

System inertia provides sufficient time for synchronous
generators (SGs) to re-establish power balance, which re‐
flects the capability of power system to restrain RoCoF. For
SGs, their rotor speed is locked to the system frequency
apart from transient conditions when the load angle is vary‐
ing. Once the supply-demand imbalance occurs, the mechani‐
cal inertia of SGs can be intrinsically utilized to mitigate fre‐
quency fluctuation. This dynamic process can be expressed
as:

DP = 2Hωs

dωs

dt
= 2Hf

df
dt

(10)

As the mechanical rotor speed of DFIG-based WT is de‐
coupled from system frequency, it has no intrinsic inertia
from the system aspect. However, with the introduction of
an appropriate additional control loop, WT can also contrib‐
ute inertial response.

For an individual DFIG-based WT, KE stored in its rota‐
tional rotor can be expressed as:

E =
1
2

Jω2
r =

1
2 ( )Jtur

n2
+ Jgen ω

2
r (11)

The electric power in the form of KE charging/discharg‐
ing variation can be calculated by taking the derivative of
(11), which yields:

DPin =
dE
dt

= Jωr

dωr

dt
(12)

The inertia constant of WT is defined as:

H =
Jω2

rnom

2Pnom
(13)

Based on the definition of inertia constant, (12) can be re‐
written as (14) in per-unit form:

DPin = 2Hωr

dωr

dt
(14)

Analogous to SG, we define Hvir as the virtual inertia coef‐
ficient of WT, and (14) can further be rewritten as:

DPin = 2Hωr

dωr

dt
= 2Hvirωs

dωs

dt
(15)

Integrating (15) over time t0 to t1, we can obtain:

∫
t0

t1

2Hωr dωr = ∫
t0

t1

2Hvirωsdωs (16)

df/dt

RoCoF and frequency
deviation detection

Primary frequency
control

WTs operating at
a deloading modeInertial response

Change of active
power output

∆Pd

Pref = Pdel

Pref = Pdel + ∆Pin + ∆Pd∆f

∆Pin

Fig. 4. Proposed coordinated frequency control scheme.
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Fig. 2. Jensen’s wake effect model.
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H(ω2
r1 -ω2

r0)=Hvir (ω2
s1 -ω2

s0) (17)

Rearranging (17), the virtual inertia coefficient can be de‐
fined as:

Hvir =
Dωr (2ωr0 +Dωr)

Dωs (2ωs0 +Dωs)
H (18)

In particular, Dωr =ωr1 -ωr0, and Dωs =ωs1 -ωs0.
Substituting Hvir with H, DPin can be rewritten as:

DPin = 2H
Dωr (2ωr0 +Dωr)

Dωs (2ωs0 +Dωs)
ωs

dωs

dt
(19)

Normally, 2ωr0 >> Dωr and 2ωs0 >> Dωs, which leads to:

DPin = 2H
ωr0Dωr

ωs0Dωs

ωs

dωs

dt
(20)

As mentioned above, SG rotor speed is locked to system
frequency. Hence, (20) can be rewritten as:

DPin = 2 ( )ωr0

f0

Kin H f
df
dt

(21)

KE stored in the rotating mass of WTs can be utilized to
smooth against frequency fluctuation. It can be observed
from (21) that the virtual inertial response depends on the ro‐
tor speed at the beginning of the inertial response ωr0 and
the virtual inertia coefficient Kin. In order to obtain the iner‐
tial support transformed from KE variation, the controller
needs to “remember” ωr0, which can be achieved by using a
simple sample and hold module. In general, once the power
imbalance disturbance occurs, the larger Kin is, the larger in‐
ertial support can be provided. However, there are practical
limits on virtual inertia coefficient, and the potential risk of
instability would bring along if such limits are overcome.
For example, the excessive rotor speed deceleration may
lead to the shut-down of WTs. To adequately utilize KE to
contribute inertial response while maintain the stability of
WT in varying wind speed environment, Kin is designed to
be adaptively adjusted according to the available rotor speed
variation range:

Kin =

ì

í

î

ï
ï
ï
ï

Kin0

ωr (t0)-ωrmin

ωr max -ωrmin

f < 1

Kin0

ωrmax -ωr (t0)

ωrmax -ωrmin

f > 1
(22)

Figure 5 shows the block diagram of the proposed virtual
inertia controller. A first-order low-pass filter is introduced
to omit the measurement noise from RoCoF. An amplitude
limiting step is set to ensure that Kin varies between [0, K max

in ].

B. Primary Frequency Control

1) Different Primary Reserve Approaches
The regular operation mode for WTs is based on the wide‐

ly-used MPPT strategy, where the blade pitch angle main‐
tains at zero degree and the active power reference is gener‐
ated via the MPPT curve for a given measured rotor speed,
as shown in Fig. 5. To join in system primary frequency con‐
trol, WTs are supposed to provide a relatively long period of
active power support. However, this is infeasible for WTs in
the MPPT operation mode. Admittedly, a deloading control
is essential to offer a primary reserve margin.

The primary reserve can be effectually obtained by shift‐
ing the maximum power point (MPP) towards another point
with a lower power coefficient. With a certain wind speed,
for individual WTs, the deloading point can be located at
point B (as shown in Fig. 6) via the zero-pitch-angle-based
deloading control, where the redundant power can be stored
as KE. Alternatively, adjusting the blade pitch angle can also
achieve power curtailment. For example, the WT can operate
at point C via the non-zero-pitch-angle-based deloading con‐
trol. The blade pitch angle increases to a certain value and
the rotor speed varies to another value, i. e., ωropt (β > 0°),
which ensures the maximum power capture with the pitch
angle.

The power extracted from wind in the deloading mode,
i.e., Pdel, can be expressed as:

Pdel =
1
2
ρπR2Cpdelv

3 (23)

For the zero-pitch-angle-based deloading control, the de‐
loading principle is to accelerate rotor speed while maintain‐
ing the blade pitch angle at zero degree. The mechanical
power output can be expressed as:

Pdel =
1
2
ρACpdel ( )ωrove R

v
β = 0° v3 (24)

Based on (24), once Pdel is determined, the corresponding
ωrove can be determined. Correspondingly, a new rotor speed
versus active power reference curve can be obtained. The
previous MPPT curve has to be bypassed by the new deload‐
ing curve. It should be noted that rotor speed control is sub‐
ject to the physical constraint. Once the rotor speed reaches
to its upper limit, i. e., ωrmax, the pitch angle control would
be activated.

For the non-zero-pitch-angle-based deloading control, like
point C in Fig. 5, the deloading principle is achieved by inte‐

1
1 sT+

d
dt

S/H

S/H: sample and hold

S/H Eq. (22)

Eq. (21)
f

r

0r

0f

Kin Limiter

Pref

Clock

P
MPPT curve

�
++

∆Pin
ω

rω

ω

Fig. 5. Block diagram of virtual inertia control.

•
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BC

Mechanical
power

Rotor speed

v3
v2

v1

ωropt (β=0e)

ωropt (β>0e)

ωrove (β=0e)•

Fig. 6. Different deloading approaches for WTs.
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grating the pitch angle based regulation and the rotor speed
based regulation. The mechanical power output of a WT can
be expressed as:

Pdel =
1
2
ρACpdel ( )ωropt (β = θ)R

v
β = θ v3 (25)

Similarly, once the deloading requirement is determined,
the corresponding pitch angle θ and rotor speed ωropt (β = θ)
can be determined. As a result, a new rotor speed versus ac‐
tive power reference curve can be obtained. To implement
non-zero-pitch-angle-based deloading control, the offset
pitch angle θ should be added to pitch angle controller be‐
sides the replacement of original MPPT curve.

For individual WTs, utilizing the zero-pitch-angle-based
deloading control can enhance the storage capacity of KE.
However, considering the internal wake interactions in a
WF, utilizing the zero-pitch-angle-based deloading control
for all WTs may no longer be the optimal solution. As
shown in Fig. 3, when adopting the zero-pitch-angle-based
deloading control, the thrust coefficient of WTs increases
and the wind speed imposing down-WTs would decrease
due to wake effect. In contrast, when the non-zero-pitch-an‐
gle-based deloading control is adopted, the wind speed defi‐
cit decreases and in turn the total wind production loss
would be reduced. Therefore, owning to the mutual effect
amongst up-stream and down-stream WTs, the selection of
primary reserve control approaches would significantly af‐
fect the total storage capacity of KE and wind power produc‐
tion from WF.
2) Droop Control

The deloading level is predefined in accordance with a co‐
efficient d1 in normal operation. With the primary power re‐
serve, the output power of WT can be regulated upward or
downward to counterbalance the frequency variation. In re‐
sponse to under-frequency events, the active power support
provided by WTs is bounded by the primary power reserve
d1Pmpp. In contrast, when the over-frequency disturbances oc‐
cur, the active power support provided by WT is bounded by
the allowable deloading level d2.

Analogous to SGs, a droop control for WT is tailored as:

DPd =Kd ( f - fnom) (26)

According to (26), a large droop gain setting brings about
significant primary frequency regulation and vice versa. As
reported in [28], the steam driven turbines equipped with the
electro-hydraulic governors typically have a droop parameter
1/Kd setting in a range of 2.5%-8%. The droop setting is in a
range of 0%-10% for hydro-turbines. In this paper, to encour‐
age WTs to contribute a large share of primary frequency re‐
sponse, the droop parameter is set to be 2.5% when the me‐
chanical power output of WT reaches to the nominal value,
i. e., R0 = 2.5%. Apparently, the fixed droop gain setting
would inevitably result in the mismatch between Kd and fre‐
quency regulation capability when wind speed varies. To dy‐
namically adjust the droop gain in response to the changing
working conditions, the droop gain is set to be proportional
to the available primary reserve of WT DP pri

d :

Kd µDP pri
d (27)

For a given wind speed, the maximum mechanical power
output of WT can be calculated according to (5). And then
the primary reserve DP pri

d can be determined as:

DP pri
d = {Pmpp (t)-Pact (t0) f £ 1

Pact (t0)- d2 Pmpp (t) f > 1
(28)

Rewriting (27) and (28), the droop coefficient can be dy‐
namically adjusted as:

Kd =

ì

í

î

ï
ï
ï
ï

1
R0

Pmpp (t)-Pact (t0)

d1 Pnom

f < 1

1
R0

Pact (t0)- d2 Pmpp (t)

d1 Pnom

f > 1

(29)

Figure 7 shows the block diagram of the proposed prima‐
ry frequency control. It can be found that for WTs adopting
the zero-pitch-angle-based deloading control, the primary fre‐
quency support DPd is directly sent to the original active
power reference generation model to obtain the new active
power reference. For WTs adopting the non-zero-pitch-angle
based deloading control, DPd is also sent to the pitch control‐
ler to generate the pitch angle compensation value via a PI
controller. An amplitude limiting step is set to guarantee the
droop gain Kd varying between [0, K max

d ]. In addition, the up‐
per limit of DPd is subjected to the maximum mechanical
power output. And the lower limit of DPd is subjected to the
allowable deloading level of WT, i. e., [Pact (t0)-Pmpp (t)
Pact (t0)- d2 Pmpp (t)].

IV. CASE STUDIES

A. Experiment Setup

A test system comprising two SGs, two constant power
loads, and a DFIG-WT based WF is developed in DIgSI‐
LENT/PowerFactory, which is shown in Fig. 8. The aggre‐
gated WT model is not used in this paper. In contrast, each
WT is modeled in detail and the experienced wind speed is
calculated according to the wake equations (6) - (9). A WF
with 8 identical DFIG-WTs is studied, and the nominal ca‐
pacity for each WT is 5 MW. The WF layout has two paral‐
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lel strings and each string has four WTs, which is shown in
Fig. 7. These two parallel strings are connected to a 30 kV
collector bus. There is an equal space between the neighbor‐
ing WTs, i.e., 5D, and each WT is connected to the collector
system via a 6.25 MVA, 0.69 kV/3.3 kV/30 kV transformer.
L1 represents a fixed load PL1 + jQL1, i.e., 120 MW + 4 Mvar.
L2 represents a dump load to emulate sudden load increase/
decrease events, i. e., 15 MW + 1 Mvar. Detailed simulation
parameter settings are referred to Appendix A.

The deloading level of each WT is set to be 10% in the
normal operation, and the maximum allowable deloading lev‐
el of each WT is set to be 30% when over-frequency event
occurs to test the proposed control strategy. As illustrated in
Section III, applying different primary reserve approaches
would influence the total storage capacity of KE and wind
power generation. To assess the impacts of high complex
wake interactions on overall frequency regulation and power
production from WF, four deloading schemes are developed.

1) The zero-pitch-angle-based deloading control is applied
to all WTs.

2) The first-row WTs employ the non-zero-pitch-angle-
based deloading control. Meanwhile, the rest WTs utilize ze‐
ro-pitch-angle-based deloading control.

3) The first-row and the second-row WTs employ the non-
zero-pitch-angle-based deloading control while the rest ones
adopt the zero-pitch-angle-based deloading control.

4) The first-row, second-row and third-row WTs employ
the non-zero-pitch-angle-based deloading control and the last-
row WTs adopt zero-pitch-angle-based deloading control.

B. Sudden Load Increase with Constant Wind Speed

To generate an under-frequency event, a sudden load in‐
crease is introduced to the testing system by switching L2 on
at t = 30 s. The concerned free wind speed is v0 = 10 m/s.
The simulation results with MPPT control, the proposed con‐
trol with different deloading schemes, and the scenario with‐
out considering wake effect are compared in Fig. 9. It is re‐
vealed from Fig. 9(a) that the frequency nadir is 49.398 Hz
and the quasi-steady state frequency is 49.779 Hz through
MPPT control when the load disturbance occurs. As indicat‐
ed in Fig. 9(a), when the proposed control is implemented,
the frequency nadir and steady-state frequency are both sig‐
nificantly improved. Specifically, the frequency nadir increas‐
es to 49.620 Hz, 49.599 Hz, 49.580 Hz and 49.566 Hz via
the proposed control with deloading scheme 1, 2, 3 and 4,
respectively. And the corresponding quasi-steady state fre‐
quency increases to 49.806 Hz, 49.799 Hz, 49.794 Hz, and
49.791 Hz, respectively. It reveals that the potential of fre‐

quency nadir increase is proportional to the total KE storage.
Meanwhile, the decrease of quasi-steady state frequency de‐
viation is proportional to the capacity of primary power re‐
serve. Obviously, the implementation of zero-pitch-angle-
based deloading control can enhance the total storage capaci‐
ty of KE in normal operation. As a result, the improvement
of the frequency nadir is most significant with deloading
scheme 1. On the other hand, the non-zero-pitch-angle-based
deloading control can decrease the wind power production
loss in normal operation. According to Fig. 9(b), prior to
load disturbance, the power production of WF is 11.526
MW, 11.958 MW, 12.318 MW, and 12.512 MW, with the im‐
plementation of deloading schemes 1, 2, 3 and 4, respective‐
ly. This is because the manipulation of pitch angle of up‐
stream WTs can increase the wind velocity experienced by
downstream WTs. In the situation where the wake interac‐
tions are ignored and all WTs are assumed to experience the
free wind speed, the deloading scheme 1 is the optimal ap‐
proach as it can store the most amount of KE and reduce the
manipulation frequency of blade pitch angle as much as pos‐
sible. In this context, the frequency nadir increases to 49.662
Hz and the quasi-steady state frequency increases to 49.806
Hz after load disturbance. As indicated in Fig. 9(a) and (b),
the overall wind power production and frequency regulation
capability from WF would be both over-estimated without
considering wake effect.

C. Sudden Load Decrease with Constant Wind Speed

To generate an over-frequency event, a sudden load in‐
crease is introduced in the test system by switching L2 off at
t = 30 s. Figure 10 shows the results for v0 = 10 m/s. It is re‐
vealed from Fig. 10(a) that the frequency peak is 50.597 Hz
and the quasi-steady state frequency is 50.221 Hz through
MPPT control. The proposed control with deloading
schemes 1, 2, 3 and 4 is implemented. The frequency peak
decreases to 50.441 Hz, 50.431 Hz, 50.415 Hz, and 50.408
Hz, and the corresponding quasi-steady state frequency de‐
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Fig. 8. Configuration of test system.
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creases to 50.205 Hz, 50.198 Hz, 50.193 Hz and 50.188 Hz,
respectively. In contrast to the under-frequency event, simula‐
tion results reveal that the decrease of frequency peak is pro‐
portional to the charging range of KE and the decrease of
frequency deviation is proportional to the available deload‐
ing margin. As shown in Fig. 10(c) and (d), when the load
event of sudden decrease occurs, to provide frequency regu‐
lation support, the rotor speed of all WTs is accelerated to
the upper limit. Pitch angle control is activated until the de‐
loading level reaches the predefined limit. In the situation
where wake effect is not considered, in case of sudden load
decreases, the frequency peak decreases to 50.454 Hz and
the quasi-steady state frequency decreases to 50.173 Hz with
the implementation of the proposed control with deloading
scheme 1. As the available charging range of KE is small in
this case, the decrease of frequency peak is not significant.
Nevertheless, the decrease of quasi-steady-state frequency de‐
viation is still over-estimated compared with the situation
when the wake effect is considered.

D. Frequency Response with Time-varying Wind Speed

A set of fluctuated wind speed data for 320 s is captured
to verify the proposed control. As shown in Fig. 11(a), com‐
pared with conventional MPPT control, the dynamic frequen‐
cy behavior of the system is remarkably improved by means
of the proposed control schemes.
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To make a quantitative comparison, the standard deviation
of system frequency throughout 320 s is calculated with the
sampling time of 1 s. It can be found that the standard devia‐
tion of frequency is 0.0673 throughout the simulation by
means of MPPT control. In the case where the proposed co‐
ordinated control with deloading schemes 1, 2, 3 and 4 is im‐
plemented, respectively, the frequency deviation decreases to
0.0249, 0.0233, 0.0223, and 0.0217, respectively. As verified
in previous subsections, the zero-pitch-angle-based deloading
control has a better performance in under-frequency event
and non-zero-pitch-angle-based deloading control has a bet‐
ter performance in over-frequency event. The overall over-
frequency disturbance is more severe than under-frequency
disturbance. Hence, deloading scheme 4 indicates the least
standard frequency deviation. Obviously, participating in fre‐
quency regulation inevitably brings about wind power gener‐
ation loss. The total captured wind energy with MPPT con‐
trol is 1148.533 kWh. When the proposed control with de‐
loading schemes 4, 3, 2 and 1, respectively, is implemented,
the total captured wind energy decreases to 1086.496 kWh,
1075.825 kWh, 1055.470 kWh, and 1034.059 kWh, respec‐
tively. By comparison, the deloading scheme 1 has the mini‐
mum energy loss. According to Fig. 11(d), the proposed con‐
trol leads to more rotor speed variations compared with the
MPPT control, since KE stored in the rotational rotor is used
to smooth frequency fluctuations. Similarly, as shown in Fig.
11(e), the blade pitch angle activates more frequently to pro‐
vide frequency regulation support. In the situation where the
wake effect is not considered, simulation results exhibit that
the standard frequency deviation is 0.0873 and the total cap‐
tured wind energy is 1477.548 kWh in MPPT control mode.
These two parameters decrease to 0.0395 and 1350.614 kWh
by means of the proposed control with deloading scheme 1.
Similar to the constant wind speed scenarios, simulation re‐
sults verify that the total power production and frequency
regulation capability from WF are both over-estimated under
time-varying wind speed conditions.

V. CONCLUSION

To facilitate frequency regulation in power systems, an
adaptive frequency-responsive control framework for WFs
considering wake interactions is proposed. The proposed
framework holistically combines virtual inertia control and
primary frequency control. The newly devised controller fea‐
tures online adjustable control gains. In addition, multiple
primary reserve control approaches are developed, through
which WTs can timely adjust the reserve and respond to
both under-frequency and over-frequency events. Simulation
results demonstrate that the frequency behavior is significant‐
ly improved by means of the proposed control strategy. Be‐
sides, by comparing different primary reserve control ap‐
proaches, it can be concluded that: ① the improvement of
frequency nadir/peak is proportional to the available charg‐
ing/discharging range of KE; ② the reduction of quasi-
steady-state frequency deviation is proportional to the avail‐
able power reserve/curtailment capacity; ③ the manipulation
of blade pitch angle of upstream WTs can reduce the power
production loss induced by the wake effect; ④ there is a

trade-off between the frequency regulation and total power
generation. Overall, the results demonstrate that system oper‐
ators should consider the wake model when assessing the fre‐
quency regulation capability from a WF. Future work is un‐
derway to investigate the optimal primary reserve capacity
for a WF considering the trade-off between the frequency
control performance and wind power maximization.
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