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Abstract——The occurrence of low-frequency electromechanical
oscillations is a major problem in the effective operation of pow‐
er systems. The scrutiny of these oscillations provides substan‐
tial information about power system stability and security. In
this paper, a new method is introduced based on a combination
of synchrosqueezed wavelet transform and the stochastic sub‐
space identification (SSI) algorithm to investigate the low-fre‐
quency electromechanical oscillations of large-scale power sys‐
tems. Then, the estimated modes of the power system are used
for the design of the power system stabilizer and the flexible al‐
ternating current transmission system (FACTS) device. In this
optimization problem, the control parameters are set using a hy‐
brid approach composed of the Prony and residual methods
and the modified fruit fly optimization algorithm. The proposed
mode estimation method and the controller design are simulat‐
ed in MATLAB using two test case systems, namely IEEE 2-ar‐
ea 4-generator and New England-New York 68-bus 16-genera‐
tor systems. The simulation results demonstrate the high perfor‐
mance of the proposed method in estimation of local and inter-
area modes, and indicate the improvements in oscillation damp‐
ing and power system stability.

Index Terms——Low‐frequency oscillation, modified fruit fly op‐
timization algorithm, Prony analysis, stochastic subspace identi‐
fication (SSI) algorithm, synchrosqueezed wavelet transform
(SSWT).

I. INTRODUCTION

NOWADAYS, low-frequency electromechanical oscilla‐
tions (LFEOs) with poor or negative damping have be‐

come a significant threat to power system stability. It is vital
to analyze these oscillations to achieve the stability and secu‐
rity of power system [1]. Two basic methods are available
for the computation of modes: model-based and measure‐
ment-based methods [2]. Since power systems are time-vary‐
ing and nonlinear, it is infeasible to model all components in

detail and laborious to forecast power interchange. In recent
years, wide-area measurement-based approaches have been
used more widely [3]. Therefore, a key component of power
system development is the deployment of measurement sys‐
tems, which is generally referred to as the synchrophasor
technology [4]. Moreover, there is an electronic device, i.e.,
phasor measurement unit (PMU), that records sophisticated
digital signal and provides synchrophasors using three-phase
alternating current (AC) and/or voltage waveforms [5], [6].
PMU uses state-of-the-art digital signal processors that can
measure single-phase and three-phase AC waveforms. For
digitization, a fixed sampling rate is used with a synchro‐
nized global positioning system (GPS) clock. Afterward,
these devices communicate the synchronized dynamic data
of power system [7].

There are two categories for the classification of typical
data, including ambient and ring-down data. Ambient data
are aggregated from a power system under stable conditions
without any major disruption, and the perturbation results
from load changes [8]. After a significant disturbance such
as generator or load tripping, the ring-down data emerge as
observable oscillations in the system variables. On the other
hand, the information of power system modes is not trans‐
ported using non-typical data including outliers and missing
data [9]. Eigenvalue estimation methods are grouped as ei‐
ther block processing or recursive methods. In a block pro‐
cessing method, the estimation is accomplished on a data
window. However, in a recursive method, the modes are cal‐
culated using the last measured sample and the previous data
window [10].

Several mode estimation methods have been reported.
Block processing methods such as the Fourier transform [11]
and Prony [12], [13] methods, are enforceable solely on ring-
down data. In recent research, some block processing algo‐
rithms have been expanded for ambient data, including sto‐
chastic subspace identification (SSI) algorithm [14]. For the
mode estimation of ambient and ring-down data, however,
the Kalman filtering [15], recursive least squares (RLS) [16],
and wavelet transform (WT) [17] methods can be used.
Then, a recursive method called auto-regressive moving aver‐
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age exogenous (ARMAX) is applied to the ambient response
[18]. Recursive maximum likelihood [19] and Hilbert-Huang
transform [20] are other remarkable methods in this regard.
Recently, a noteworthy field in signal processing is the time-
frequency analysis, which generally pertains to the analysis
of non-stationary signals. Reference [21] presents a new
time-frequency analysis method referred to as synch‐
rosqueezed wavelet transform (SSWT). The SSWT calcula‐
tion is not intricate. After applying the wavelet transform to
the signal, the frequency associated with each scale is deter‐
mined using the derivative of the wavelet transform coeffi‐
cients with respect to the shift factor. The above steps drasti‐
cally revise the time-frequency resolution [22]. Currently, SS‐
WT has been applied in civil engineering for low-frequency
oscillation analysis [23] and other fields of science, which
has obtained acceptable results.

A variety of methods have been introduced for controller
design. Several control strategies have been proposed for the
coordinated design of the power system stabilizer (PSS) and
flexible alternating current transmission system (FACTS) de‐
vice parameters through system models. These models in‐
clude linear matrix inequality (LMI), H∞ , optimal, adaptive,
and robust controllers [24], and the multi-objective optimiza‐
tion methods used include the genetic algorithm, particle
swarm optimization (PSO), and neural networks [25], [26].
However, with the progress in wide-area monitoring, signal
processing, and optimization techniques, the application of
measurement-based methods has been considered extensively
[27]-[29].

In this paper, the proposed SSWT-SSI method estimates
the eigenvalues aided by the assembled data of the power
system, which is a hybrid of SSWT and SSI. Then, the con‐
trol parameters are designed using Prony and residual meth‐
ods. The modified fruit fly optimization algorithm (MFOA)
is used to improve the damping and dynamic performances
and to meet the constraints of the PSS and FACTS parame‐
ters.

The remainder of this paper is organized as follows. Sec‐
tion II provides a brief description of the SSWT and SSI al‐
gorithms and some problems concerning the algorithm imple‐
mentation, mode estimation, and transfer function calculation
using the Prony method. In Section III, the proposed design
method is used for the explanation of the control parameter
tuning with the MFOA. Section IV presents the simulation
results on 2-area 4-generator and 68-bus 16-generator IEEE
test systems. Finally, conclusions are drawn in Section V.

II. ESTIMATION OF LOW-FREQUENCY MODES AND RESIDUE

VALUES

The wavelet coefficients Ws(a,b) of the studied signal f(t)
are acquired using the continuous wavelet transform (CWT):

Ws (ab)= ∫
-¥

¥

f (t)a
-

1
2ψ((t - b)/a)dt (1)

where a is the scale factor, which is inversely related to fre‐
quency; and b is the shift factor associated with time. In the
small-scale factor, a wavelet indicates time density, which

measures the details of the high-frequency signal. In the
large-scale factor, on the contrary, a wavelet represents time
expansion, which analyzes the approximations of the low-fre‐
quency signal. The complex conjugate of the mother wavelet
ψ(t) is ψ* (t), which is selected as Morlet wavelet. ωs (a,b)
can be obtained by using the partial derivative of Ws (a,b) ac‐
cording to instantaneous frequency b [21] as:

ωs (ab)=-i(Ws (ab))-1¶(Ws (ab))/¶b (2)

In (2), a, b, and ω are discretized. Ws (a,b) is calculated at
a discrete ak, and the reconstruction is determined via in‐
verse transformation of Ts (ω1,b):

f (b)»Re
é
ë
ê

ù
û
úC -1

ψ∑
l

Ts (ωlb)Dω (3)

where Ts (ab) is the synchrosqueezed transform, which is ob‐
tained at the center frequency ω l; Dω=ω l -ω l - 1; and Cψ is
the Fourier transform of ψ [22], [23].

The data reconstructed for each mode are placed into a
block Hankel matrix based on the SSI method, and the SVD
of the weighted projection is calculated. Finally, mode damp‐
ing and frequency can be obtained from the eigenvalue anal‐
ysis of the state matrix [14].

After the estimation of the modes, the Prony algorithm is
used to calculate the residue values. If the power system is
represented as a transfer function, the function can be ap‐
proximated by:

G (z)=
∑

j = 0

M

bj z
-j

( )1- λ1 z-1 ( )1- λ2 z-1 ( )1- λN z-1

(4)

where λ i (i = 12N) is the root of the equation; bj ( j =
12M ) is the equation coefficients of the zeros of the
system; and M and N are the numbers of system zeros and
poles, respectively. Finally, the inverse z-transform of G(z),
g(n), is given by [12]:

g(n)=R1 λ
n
1 +R2 λ

n
2 ++RN λ

n
N (5)

where Ri (i = 12N) is the residue value.

III. CONTROLLER DESIGN

After calculating the eigenvalues, the residue values, and
the transfer function, and the controller parameters can be
designed. After the controller is added, the transfer function
is composed as G(s)/(1+ εh(s)×G(s)), where εh(s) is the trans‐
fer function of the controller. The denominator is set to be
zero, and since ε and Δλ are very small, the eigenvalue
changes Δλ can be written as follows:

Dλ=-εh(λm)Rm =-G' (λm)Rm (6)

where εh(λm)= G' (λm) is the transfer function of the control‐
ler; and Rm is the residue pertaining to eigenvalue λm. There‐
fore, we can obtain:

||G' (s) |
s= jωdm

= | Dλm | |Rm | (7)

arg G' (s)|s= jωdm
= argDλm - 180°- arg Rm (8)
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where arg G' (s) and arg Rm are the phases of G' (s) and Rm, re‐
spectively; and jωdm is the imaginary part of the complex ei‐
genvalue λm.

After proper selection of Δλm, the controller transfer func‐
tion can be obtained, and the internal parameters can be cal‐
culated in accordance with the structures of the PSSs and
unified power flow controller (UPFC) devices [20], [24].

Because of some limitations in the structures of generators
and their exciter systems in recent years, PSS and FACTS
have been used simultaneously. These tools are the most im‐
portant and economical controllers to improve the dynamic
performance and small-signal stability of the power system,
and they are essential to increase the damping of the local
and inter-area modes of the power system. An important
point of using FACTS devices is to find their desirable loca‐
tions and select the best input signal, which is possible
through examination of the controllability and observability
of the estimated modes [30] and [31]. In [32], a controllabili‐
ty index is used for the optimal placement of FACTS con‐
trollers. The proposed algorithm for signal estimation and
controller design is described in Fig. 1.

The purpose of this paper is to improve mode damping by
examining the search space of the control parameters. The
method used in this research is the MFOA, which is a meta-
heuristic algorithm based on the olfactory search process in‐
herent in fruit flies’ foraging behavior. Fruit flies have much
stronger senses of smell and vision than other insects, and
this helps them find food sources [33], [34].

In this paper, the PSSs are considered with two inputs.
The PSS schematic model and the block diagram of UPFC
dynamic model are shown in Fig. 2. In a UPFC, two voltage
source converters, VSC1 and VSC2, inject active and reac‐
tive power, respectively, into bus 1 and the series transform‐
er. The PSS parameters that are determined by the MFOA in‐
clude the time constants T1-T8 and the gains Ks1-Ks3. Time
constants Tw1-Tw4 are invariant. The parameters of UPFC com‐

prise the gains and time constants Trv, Trp, and Trq.

The objective function is defined as follows. If the system
is unstable, the function value will increase, and the value of
the objective function will be reduced through the improve‐
ment of the system damping (the real parts of the eigenval‐
ues should be negative).

min
KsT1T2T3T4

F =∑
i = 1

e

eRe[λnewi] (10)

where λnewi is the ith eigenvalue of the system after applying
the controllers; u is the number of UPFCs; and e is the num‐
ber of eigenvalues in the power system under investigation.

The inequality and equality constraints defined for the
specification of the optimal parameters can be written using
(7) and (8). As a result, the equality constraints are:

gi (x)= { }| Tcon | -
|

|
||

|

|
||
λnewi

- λ(i)

R(i)
= 0 (11)

gi + 1 (x)={arg(Tcon)}- arg(λnewi
- λ(i))- π- arg(R(i))= 0 (12)

where Tcon=∏
j = 1

p

{| Tpssj |}+∑
m= 1

u { }|||
| Tupfcm

, Tpss is the transfer func‐

tion of the PSS, Tupfc is the transfer function of the UPFC,
and u is the number of UPFC; p is the number of generators
with PSSs; λ(i) and R(i) are the eigenvalues and residual val‐
ues calculated using the proposed method, respectively; and
the eigenvalues λnewi

are state variables. The inequality con‐

straints are applied to the PSS parameters including T1-T8,
Ks1-Ks3, and the parameters of UPFC including KUPFC , Trv, Trp,
and Trq. The importance of the proposed method (SSWT-SSI)
concerns the precise estimation of the eigenvalues λ(i) and
residue values R(i), and this method is very accurate com‐
pared with the other examined methods, as mentioned above.

Apply perturbation on power system without controllers

 

 

Identify mode parameters by SSI

Measure active power of power system as a window
of data according to the theory of Nyquist sampling

Get time-frequency spectrum of the signal by SSWT

Use prony algorithm for the estimation
of residues and transfer function

Use residual method for PSS and FACTS design

Calculate controller parameters optimally using MFOA

Apply controller parameters to power system
and observe the results of the proposed method

Start

End

Fig. 1. Proposed algorithm for signal estimation and controller design.
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Fig. 2. Structure of controllers. (a) Schematic model of PSS with two in‐
puts. (b) UPFC schematic model.
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IV. SIMULATION RESULTS

A. 2-area 4-generator Test System

In various studies on mode estimation, several types of
disturbance have been investigated for the examination of
small-signal stability. The favorable disruption would include
different operation conditions such as different faults at vari‐
ous locations, e.g., three-phase faults, loss of line, and chang‐
es in the exciter reference voltage of generators and load
amounts, and the noise behavior of the load. Two types of
disturbance are applied to two systems below for investigat‐
ing the effectiveness of the proposed method, and conse‐
quently, the estimation of modes. The first examined system
is the 2-area 4-generator system. Figure 3(a) shows the sin‐
gle-line diagram of the system.
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Fig. 3. Single-line diagram and active power signal of 2-area 4-generator
test system. (a) Single-line diagram. (b) Active power passing through
transmission line 101-13.

It is assumed that all the four generators are equipped
with PSSs [1]. To create the disturbance in the system, a
step change of 0.05 p. u. is applied in the field voltage at
generator 1, which is marked in red in Fig. 3(a). A measured
data window of active power flow, which has ten seconds
with the 50 Hz sampling rate on the transmission line 101-
13 marked in blue in Fig. 3(a), is used for estimation of the
modes as shown in Fig. 3(b). First, the DC component is re‐
moved. The examined signal is transformed by SSWT and
Fig. 4(b) illustrates its time-frequency distribution. For dem‐
onstrating the credit of SSWT, all the intrinsic mode type
(IMT) components (IMT1-IMT4) are reconstructed, as
shown in Fig. 4(a). Clearly, the energy distribution in each
mode varies with time, as illustrated in Fig. 4(a). The fre‐
quency and the damping of the modes are presented in Table
I. The signal reconstructed using the proposed hybrid meth‐
od is shown in Fig. 5. The error percentage of the recon‐
structed signal is less than 2%, which is calculated using the
Euclidean norm.

To verify the accuracy and validate the SSWT-SSI meth‐
od, the estimated eigenvalues are compared with those calcu‐
lated by the modal, CWT, and SSI methods through the cal‐
culation of the signal-to-noise ratio (SNR) in Table II. As
can be observed, all the three have rates higher than 40 dB,
while the SSWT-SSI method with SNR = 61.7516 dB pro‐
vides the most accurate eigenvalue estimation. All the three
methods have anti-noise capability.

The SSI method is highly dependent on the selected sys‐
tem order and nonlinear elements, and the CWT method,
like the SSWT method, requires human participation when
the mode is estimated with the image observation method.
However, these problems are resolved aided by the SSWT-
SSI method, and the estimation speed increases.

In this paper, we try to apply a disturbance to the power
system to demonstrate the effectiveness of the proposed
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Fig. 4. Reconstruction of IMT and time-frequency analysis. (a) Recon‐
struction of IMT. (b) Time-frequency analysis result.

TABLE I
ESTIMATION OF EIGENVALUES, DAMPING, AND FREQUENCY USING

PROPOSED METHOD FOR 2-AREA 4-GENERATOR SYSTEM

Frequency (Hz)

0.624240

0.822424

1.071326

1.278623

Damping

-0.011910

-0.050190

-0.025080

0.012218

Eigenvalue

±j3.9222 + 0.0467

±j5.1674 + 0.2597

±j6.7313+ 0.1689

±j8.0338- 0.0982

Residue value

-0.0695- j0.0748

0.0023+ j0.0015

-0.0009+ j0.0005

0.0099- j0.0020
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Fig. 5. Reconstituted signal.
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method in handling small-signal stability and controller de‐
sign. It is noted that the SSWT-SSI method is flexible for
studying both stationary and non-stationary signals. Further‐
more, given that the Prony and SSI methods alone are not
suitable for investigating non-stationary signals, we select
some disturbances that exhibit non-stationary behavior. The
mode estimation capability of the presented method can thus
be observed. Therefore, the selected signal in the 2-area 4-
generator test system is stationary, and the signal in the 68-
bus 16-generator test system is non-stationary. Moreover,
SSI, CWT, and SSWT methods have anti-noise capability.

Figure 6 shows the results of frequency-time analysis at
two different noise levels (10 dB and 15 dB).

The above analysis demonstrates that SSWT has anti-
noise capability, particularly for frequency performance

against noise, to a certain degree. However, the other meth‐
ods such as the Prony and SSI methods are not robust
against noise, requiring de-noising, and this problem is re‐
solved aided by the SSWT method.

After the high-accuracy estimation of the eigenvalues, re‐
siduals, and transfer function using the proposed method,
(11) and (12) are solved by MFOA, and the calculated PSS
parameters of generators 1 and 3 are presented in Table III.

In Fig. 7, the active power flow of the transmission line
101-13 is illustrated in the presence and absence of the PSS,
the parameters of which are designed based on the proposed,
modal, and CWT-Prony methods, respectively. The rotor an‐
gle waveforms of generator 3 are compared in four cases in
Fig. 8, without and with PSS parameters as designed by SS‐
WT-SSI, modal, and CWT-Prony methods, respectively. The
results show the efficiency and proper performance of the
SSWT-SSI method for improvement of the stability and os‐
cillation damping of the system.

B. 68-bus 16-generator Test System

In this section, the performance of the SSWT-SSI method
is studied on a 68-bus 16-generator test system. The single-
line diagram of the system is presented in Fig. 9(a). The sys‐
tem has 86 transmission lines and 16 generators, where gen‐
erators 13 to 16 are area-equivalents, and PSSs cannot actu‐
ally be placed in them. The results of the controllability in‐
dex calculations in [29] show that the optimal location of
the UPFC in the five-area system is at line 46-49, followed

by line 50-51, and the results of the observability index cal‐
culations demonstrate that the optimal location of the PMU
in the five-area system is at line 17-27 [31]. Thus, it is as‐
sumed that the UPFC is installed between buses 46 and 49,
and for examination of the 68-bus 16-generator test system,
the active power flow passing through the 17-27 transmis‐
sion line, which is marked in blue in Fig. 9(a), is selected
as data window, as shown in Fig. 9(b).

TABLE II
COMPARISON OF DETECTED EIGENVALUES USING SSWT-SSI, MODAL,

SUBSPACE, AND CWT METHODS

No.

1

2

3

4

SNR (dB)

Eigenvalue of
SSWT-SSI

±j3.9222+
0.0467

±j5.1674+
0.2597

±j6.7313+
0.1689

±j8.0338-
0.0982

61.7516

Eigenvalue
of modal

±j3.9226+
0.0671

±j4.8671+
0.4591

±j7.1321+
0.1082

±j8.0333-
0.0988

57.0019

Eigenvalue
of subspace

±j3.7213+
0.0454

±j5.0677+
0.2578

±j6.6281+
0.1688

±j8.2325-
0.0871

58.8049

Eigenvalue
of CWT

±j4.0099+
0.0552

±j5.2654+
0.3787

±j6.9933+
0.0701

±j7.9351-
0.1073

60.5961
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Fig. 6. Frequency-time analysis of signal obtained by SSWT with noise.
(a) Signal at noise level of 10 dB. (b) Time-frequency analysis at noise lev‐
el of 15 dB with SSWT.

TABLE III
PSS PARAMETERS OF GENERATORS 1 AND 3 IN 2-AREA 4-GENERATOR TEST SYSTEM WITH SSWT-SSI METHOD

Generator No.

G1

G3

Ks1

92

93

Ks2

89

88

Ks3

92

92

T1

0.0764

0.0667

T2

0.0122

0.0135

T3

0.0607

0.0674

T4

0.0127

0.0125

T5

0.0774

0.0774

T6

0.0125

0.0135

T7

0.0745

0.0774

T8

0.0137

0.0135

0.9985
0.9990
0.9995
1.0000
1.0005
1.0010
1.0015
1.0020
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Fig. 7. Comparison of active power of line 101-13 in presence of control‐
lers designed by modal, CWT-Prony, and SSWT-SSI methods and in ab‐
sence of PSSs.
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For creating a perturbation, a three-phase fault is applied
to the line connected between buses 1 and 27, which is
marked in red in Fig. 9(a) [29]. The sampling rate of 40 Hz
is considered based on the Nyquist sampling theory. The SS‐
WT method is applied to the active power flow of the trans‐
mission line 17-27, and the obtained time-frequency spec‐
trum is illustrated in Fig. 10. In Fig. 10(a), it is clear that
the energy distribution in each mode varies with time and
frequency. The frequency and damping and residue values
are estimated. After the estimation, it can be seen that the en‐
ergy of the oscillation mode 0.6523 Hz is gradually reduced,
while the energy of the other two modes gradually increases.

The reconstructed signal is shown in Fig. 11(a). Figure
11(b) illustrates the error percentage involving a comparison
of the reconstructed and the actual signal. The error percent‐
age of the reconstructed signal is less than 2%.

The frequency and damping of the first to third modes
and residue values are given in Table IV. The SNRs of SS‐
WT-SSI and CWT methods are 56.7827 dB and 55.3515 dB,
respectively.

To validate the accuracy of the proposed method, its esti‐
mated eigenvalues are compared with those obtained by the
modal method. The comparison shows that the SSWT-SSI
method is more accurate. After the transfer function is identi‐
fied, the controller parameters are specified using the meth‐
od of this paper.

The controller parameters are given in Table V. The speed
deviation waveforms of generators 1-12 in the presence of
PSS and UPFC are illustrated in Fig. 12. Here, the control‐
lers are designed with three different methods, including the
modal, CWT-Prony, and SSWT-SSI methods. The results of
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Fig. 8. Comparison of rotor angle waveforms with controllers designed by
different methods.
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TABLE IV
EIGENVALUES, DAMPING, AND FREQUENCY IDENTIFIED USING PROPOSED

AND CWT METHODS IN 68-BUS 16-GENERATOR TEST SYSTEM

SSWT-SSI method

Frequency (Hz)

0.6523*

1.1052**

1.2244**

Damping

0.0359*

-0.0533**

-0.0771**

Eigenvalue

-0.1472 ± j4.0985

+0.3707± j6.9442

+0.5949± j7.6931

CWT method

Eigenvalue

-0.1368± j4.1068

+0.3913± j6.8435

+0.5969± j7.6941

Note: * means the damping ζ is in the range of 0£ ζ < 0.1 and ** means ζ <
0.
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the power system simulation indicate the better performance
of the SSWT-SSI method in improvement of the stability of
the 68-bus 16-generator test system. Figure 13(a) shows the
waveforms of the active power passing through the transmis‐
sion line 17-27 with and without controllers. The estimated

eigenvalues of the system before and after setting the con‐
trollers are compared in Fig. 13(b) and Fig. 13 (c), respec‐
tively. The black, green, and red dots mean ζ > 0,
0.1< ζ < 0.2, and ζ < 0, respectively.

The modes are calculated using the SSWT-SSI, CWT-Pro‐
ny, and modal methods when the controllers are applied to

the 68-bus 16-generator test system. The results are shown
in Table VI. As can be seen, the damping of the modes is
improved when the PSSs and UPFC are designed by the
methods based on wavelet transform. All the obtained modes
of the SSWT-SSI method have damping of more than 0.1,
and those of the CWT-Prony method have damping of more
than 0.1, and there is only one mode with 0.1£ ζ < 0.2, indi‐
cated by star. However, the modes obtained from the modal
method have poor damping 0£ ζ < 0.1 and ζ < 0, shown by
star and double stars, respectively. Thus, the SSWT-SSI
method is successfully applied to establish the optimal coor‐
dination between PSSs and UPFC as supplementary damp‐
ing controllers (SDCs). The rotor angle waveforms of genera‐
tor 1 are compared in Fig. 14, in four cases: without the
PSS parameters and with them as designed by the SSWT-
SSI, modal, and CWT-Prony methods.

TABLE V
PARAMETERS OF PSSS AND UPFC IN 68-BUS 16-GENERATOR TEST SYSTEM

Item

G1

G3

UPFC

Parameters

Ks1 = 92, Ks2 = 89, Ks3 = 95, T1 = 0.0764, T2 = 0.0122, T3 = 0.0707, T4 = 0.0102, T5 = 0.0674, T6 = 0.0102, T7 = 0.0727, T8 = 0.0147

Ks1 = 91, Ks2 = 91, Ks3 = 93, T1 = 0.0664, T2 = 0.0122, T3 = 0.0607, T4 = 0.0107, T5 = 0.0766, T6 = 0.0112, T7 = 0.0674, T8 = 0.0140

Trp = 0.147, Kpp = 1.902, Kip = 2.271, Trq = 0.303, Kpq = 1.102, Kiq = 1.852, Trv = 0.651, Kpv = 1.356, Kiv = 2.444

Note：Kpp , Kip , Kpq , Kiq , Kpv , and Kiv are the gains of UPFC.
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TABLE VI
COMPARISON OF MODES AFTER DESIGN OF CONTROLLERS USING SSWT-

SSI, CWT-PRONY, AND MODAL METHODS IN 68-BUS 16-GENERATOR

TEST SYSTEM

SSWT-SSI method

Frequency
(Hz)

0.6381

1.0052

1.3244

Damping

0.2359

0.2038

0.6071

CWT-Prony method

Frequency
(Hz)

0.62230

1.00320*

1.38244

Damping

0.2385

0.1933*

0.5997

Modal method

Frequency
(Hz)

0.6223*

1.0032

1.1924**

Damping

0.1985*

0.2933

-0.0089**

Note: * means 0.1£ ζ < 0.2 and ** means ζ < 0.
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In both two disturbances to study the 68-bus 16-generator
test system, the active power flow on the line connected be‐
tween buses 17 and 27 is considered as a window of mea‐
sured data for analysis. Then, the time-frequency distribution
analysis plots by SSWT have been obtained. The frequency
and damping of the modes in both two cases are given in Ta‐
ble VII.

After the calculation of the eigenvalues and residue val‐
ues, the control parameters are determined. Figure 15 shows
the active power waveforms on the tie line connected be‐
tween buses 17 and 27 in two cases without and with PSSs
and UPFC designed by SSWT-SSI.

It should be noted that this method is suitable for investi‐
gating both types of data, including ambient and ringdown
data, although the ringdown data measured after a major dis‐
turbance are used to study the small-signal stability as pre‐
sented in this paper.

V. CONCLUSION

In this paper, a new method of time-frequency analysis is
presented to estimate low-frequency oscillation modes, resi‐
due values, and transfer function of power system. The pro‐
posed method is a combination of the SSWT, SSI, and Pro‐
ny methods.

The SSWT method overcomes the problems of energy de‐
viation and mode mixing in WT. Moreover, the method im‐
proves the accuracy of identification of the examined oscilla‐
tions with better anti-noise performance. The combination of
SSWT and SSI presents an automatic identification algo‐
rithm, thus, the mode prediction occurs before signal recon‐
struction, and parameter identification becomes effective.
The use of the Prony method provides a better estimation of
the signal transfer function. For setting the PSSs and UPFC
parameters, the equations are obtained from the residual
method and solved using MFOA. This optimization algo‐
rithm is used to increase the design accuracy, and ultimately,
generates parameters that are consistent with the practical
limits.

The simulations of two well-known systems, namely the 2-
area 4-generator and the 68-bus 16-generator test systems,
verify the high performance and efficiency of the SSWT-SSI
method. The results also demonstrate a considerable increase
in the damping of LFEOs. For comparing the capability of
the proposed algorithm and the other methods, the advantag‐
es of the hybrid algorithm are briefly presented as follows.

1) A window of data is used as measured signal.
2) The proposed method is robust against noise.
3) The speed and accuracy of calculation for estimation of

modes is increased by the proposed automatic method and
MFOA.

4) The optimal controller parameters is calculated given
the practical ranges.

5) The damping and stability are increased in the power
system.
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