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Expansion Planning for Renewable Integration
in Power System of Regions with Very High

Solar Irradiation
Musfer Alraddadi, Antonio J. Conejo, and Ricardo M. Lima

Abstract——In this paper, we address the long-term generation
and transmission expansion planning for power systems of re‐
gions with very high solar irradiation. We target the power sys‐
tems that currently rely mainly on thermal generators and that
aim to adopt high shares of renewable sources. We propose a
stochastic programming model with expansion alternatives in‐
cluding transmission lines, solar power plants (photovoltaic and
concentrated solar), wind farms, energy storage, and flexible
combined cycle gas turbines. The model represents the long-
term uncertainty to characterize the demand growth, and the
short-term uncertainty to characterize daily solar, wind, and de‐
mand patterns. We use the Saudi Arabian power system to illus‐
trate the functioning of the proposed model for several cases
with different renewable integration targets. The results show
that a strong dependence on solar power for high shares of re‐
newable sources requires high generation capacity and storage
to meet the night demand.

Index Terms——Generation and transmission expansion plan‐
ning, uncertainty, solar power, wind power.
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Positive slack variable of CCGT j in scenario δ at
hour t of day o

Load of demand d in scenario δ at hour t of day o

I. INTRODUCTION

IN this paper, we propose a generation and transmission
expansion model motivated by an energy transition in re‐

gions with very high solar irradiation. These regions are
strong candidates for a transition from a power system based
on thermal generation to the one based on solar power. Ex‐
amples of regions with very high solar irradiation include
southwest USA, the Arabian Peninsula, north of Africa, In‐
ner Mongolia and Tibet in China, north of Mexico, western
and central Australia, western Pakistan, western South Afri‐
ca, and north Chile. However, a number of challenges exist
to incorporate solar power in power systems [1]. The afore‐
mentioned regions have a strong and widespread availability
of solar resources, but integrating these resources requires
technical and economic analyses of viable percentages of dif‐
ferent technologies including energy storage. In addition, it
is relevant to assess the operation complementarity of solar
and other renewable sources. Overall, these analyses are rele‐
vant to support decision-makers on where and when to in‐
stall renewable sources.

We propose a stochastic programming model to address
the generation and transmission expansion planning that in‐
volves the selection of alternative generation plants, energy
storage, and transmission lines to install. We adopt a green‐
field perspective for the generation plants, but not for the
transmission lines. Planning new transmission lines is impor‐
tant to avoid congestions due to the integration of renewable
sources, which is spatially conditioned by the locations of re‐
sources. We model both long- and short-term uncertainties.
Long-term uncertainty pertains to demand growth patterns
across the region of interest and it is represented using a
number of scenarios. Short-term uncertainty refers to the dai‐
ly variation of the electricity demand and the power produc‐
tion of solar and wind facilities and it is represented using a
number of typical days. The objective of the model is to
minimize total costs, and a number of case studies are con‐
sidered with increasing renewable integration targets, from
business as usual (BAU) to 100% renewable sources, and
the outcome is analyzed in terms of generation mix, energy
storage, investment costs, and operation costs.

Generation and transmission expansion planning models
have been evolving to accommodate reliability targets, re‐
newable generation plants, environmental concerns, and oth‐
ers. This planning problem can be analyzed and studied
from multiple perspectives, depending on the objectives and
context of the considered power system. The relevance to
the society and the economy of this problem has originated
a large number of works. Therefore, we limit our review to
those related to our work, and refer the reader to [2]-[4] for
comprehensive reviews on different perspectives. Reference
[5] focuses on generation and transmission expansion plan‐
ning, where wind power investments and associated transmis‐
sion reinforcements are determined to minimize consumer
payments. A relevant perspective in planning is the value of
storage to facilitate the integration of renewable sources. In
this regard, [6] discusses the benefits of energy storage sys‐
tems to integrate weather-dependent renewable sources. Al‐
so, in [7], a number of case studies in renewable integration
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are discussed in detail and relevant suggestions are made to
achieve better integration of renewable sources in the USA.
Regarding generation and transmission expansion, [8] pro‐
poses an integrated formulation that accounts for a probabi‐
listic reliability criterion. Reference [9] focuses on the gener‐
ation expansion problem considering the uncertainty in the
load and wind power output and uses a two-stage stochastic
programming formulation. The alternative renewable policy
scenarios and their impact on CO2 emissions are studied.
Reference [10] focuses on long-term uncertainties such as
carbon and fuel prices, demand, and renewable penetration
at the European level. A power system involving multiple re‐
gions with transmission limits between regions is consid‐
ered. A relevant topic in these models is the characterization
of the short-term uncertainty of hourly wind and solar power
output, and of the demand. Reference [11] proposes an opti‐
mization-based approach to select representative days, which
shows that their approach decreases the computation resourc‐
es required to solve generation expansion planning prob‐
lems. Reference [12] focuses on the generation expansion
problem for the integration of large amounts of wind, which
proposes a multi-stage stochastic programming formulation
where some decisions affect future uncertainties. Reference
[13] proposes a generation expansion planning model with
investments occurring at different years and involving vari‐
ous energy sources (wind, solar, coal, natural gas, and nucle‐
ar). A nested Benders decomposition algorithm is developed
to address the computation challenges of large instances.
However, long-term uncertainty and transmission constraints
are not considered. Reference [14] describes a generation
and transmission expansion planning model to support invest‐
ment decisions to move to a fully renewable power system
from a thermal dominated one. Reference [15] analyzes the
impact of considering detailed unit commitment constraints
on investment results related to generation capacity and ener‐
gy storage, which shows that ignoring those constraints
leads to building less storage in the system, but as expected,
the complexity of the model increases substantially due to
the number of binary variables introduced by the commit‐
ment of thermal units. As a final reference, we mention [16],
a book regarding models for the integrated expansion of gen‐
eration and transmission facilities based on mixed-integer lin‐
ear programming (MILP) models.

In this paper, we propose a stochastic programming model
that includes relevant features for a region with very high so‐
lar irradiation that aims at the transition to a power system
based on solar and wind power. A two-stage decision frame‐
work that enables investment decisions at the first stage and
operation decisions at the second stage. The uncertainty char‐
acterization includes long- and short-term uncertainties to
capture demand growth, but also the uncertain output of
weather dependent sources. The generation technologies in‐
clude solar power plants (photovoltaic (PV) and concentrat‐
ed solar), wind farms, energy storage, and flexible combined
cycle gas turbines. Energy storage is considered as a compo‐
nent of concentrated solar power (CSP) plants, but also as in‐
dependent plants.

Considering the literature review above, the contribution

of this paper are threefold.
1) A generation and transmission expansion planning mod‐

el is developed for power systems of regions with very high
and stable solar irradiation. We illustrate such model through
a comprehensive study pertaining the particular case of Sau‐
di Arabia.

2) A number of case studies are analyzed in which increas‐
ing levels of renewable penetration are imposed in advance.
Since we consider regions with very high and stable solar ir‐
radiation, very high integration of solar resources is a natural
choice. We analyze the economic and technical consequenc‐
es of such integration levels.

3) Policy observations are derived from our analysis and
case study, which are generally applicable to power systems
of regions with very high and stable solar irradiation.

The rest of this paper is organized as follows. Section II
describes the formulation of the proposed generation and
transmission expansion planning model. Section III applies
this model to the Saudi Arabian power system and analyzes
the outcomes obtained. Finally, Section IV provides conclu‐
sions and recommendations.

II. FORMULATION

The proposed model has the form as follows.

min
Δ

é

ë
êê∑

lÎΩL

I N
l xl+∑

sÎΩS

I S
s P Smax

s + ∑
wÎΩW

I W
w P Wmax

w +∑
jÎΩJ

I J
j P Jmax

j +

∑
bÎΩB

I B
b E Bmax

b +∑
δ

βδ∑
o

αo∑
t = 1

24 (∑
jÎΩJ

C J
j pJ

δjot +∑
sÎΩS

C S
s F S

δsto P Smax
s +

ù

û
úú)∑

wÎΩW

C W
w F W

δwto P Wmax
w +∑

d ÎΩD

C DU
d pDU

δdot (1)

s.t.

0£P Jmax
j £ P̄ Jmax

j "j (2)

0£P Smax
s £ P̄ Smax

s "s (3)

0£P Wmax
w £ P̄ Wmax

w "w (4)

0£E Bmax
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Both terms 6 and 7 are multiplied by the weight of the
day type αo and the weight of the corresponding scenario βδ.

Constraints (2)-(7) are investment constraints. Among them,
constraints (2)-(4) impose bounds on the production capacity
of each generation unit to be built. Likewise, constraint (5)
imposes bounds on the storage energy capacity of each stor‐
age unit to be built. Constraints (6) and (7) specify the in‐
vestment budgets for building new generation units (all tech‐
nologies) and new transmission lines, respectively.

Constraints (8)-(29) are operation constraints. Among them,
the sets of mixed-integer linear constraints (8)-(11) replace the
nonlinear constraint σj P

Jmax
j yδjot £ pJ

δjot £ P Jmax
j yδjot. This

constraint imposes power output bounds on any new CCGT.
Constraints (12) and (13) define the ramping-up and ramp‐
ing-down limits of CCGT. Constraint (14) bounds the load-
shedding of demand. Constraints (15) - (18) impose charging
and discharging limits for each storage unit. Constraint (19)
gives the power flow through the existing transmission line.
Constraint (22) is the linearization of the nonlinear con‐
straint F L

δlot = xl Bl (θδs(l)ot - θδr(l)ot). This constraint gives the
power flow through the prospective transmission line. Con‐
straints (20) and (21) limit the power flows through any
transmission line. Constraint (23) enforces the power bal‐
ance at each node. Constraint (24) enforces a minimum level
of renewable energy per scenario. Constraint (25) enforces a
minimum level of renewable power. Constraint (26) enforces
a minimum level of average renewable energy. Constraint
(27) establishes bounds for voltage angles at each node. Con‐
straint (28) sets the voltage angle to be 0 at the reference node
n. Constraint (29) defines binary variable yδjot"o"t"δ. Fi‐
nally, constraint (30) defines binary variable xl.

Overall, the proposed stochastic programming model is
translated into a large-scale MILP problem that can be
solved using commercially available solvers. Binary vari‐
ables pertain to both investment decisions in transmission
lines and unit commitment decisions for CCGTs. Note that
binary variables to avoid the simultaneous charging and dis‐
charging of energy storage are not incorporated. Capacity ad‐
ditions are modelled as continuous variables. This constitutes
a reasonable trade-off between modelling accuracy and com‐
putation tractability.

III. CASE STUDY OF SAUDI ARABIAN POWER SYSTEM

In this section, we apply the proposed generation and
transmission expansion planning model to the Saudi Arabian
power system. This case study corresponds to a realistic de‐
scription of the Saudi Arabian power system. Saudi Arabia
benefits from very high solar irradiation and plans to intro‐
duce renewable sources in its generation mix, as defined in
the Governmental Plan Vision 2030 [17]. Besides this ener‐
gy transition plan, the Saudi Arabian government has al‐

488



ALRADDADI et al.: EXPANSION PLANNING FOR RENEWABLE INTEGRATION IN POWER SYSTEM OF REGIONS WITH VERY HIGH...

ready started the building process of a new city, NEOM, that
will be run on 100% renewable energy [18]. At a regional
scale, the potential of solar power in Saudi Arabia is as‐
sessed in [19]. The cost of including PV technology in the
Saudi Arabian power system is studied in [20], where the
KAPSARC energy model is extended to include solar PV.
They perform several cost and benefit analyses considering a
maximum installation of 20 GW capacity of solar PV. Refer‐
ence [21] analyzes the benefits of energy and water storage

in a future 100% renewable energy power system in Saudi
Arabia. Reference [22] gives an overview of renewable ener‐
gy in Saudi Arabia and analyzes the potential of renewable
energy in that country.

A. Data

The generation and load data of the Saudi Arabian power
system are obtained from [19], whereas the data of locations
and transmission lines can be found in [23]. Figure 1 depicts
a simplified version of Saudi Arabian 380 kV power system.

Renewable energy data for Saudi Arabia are obtained
from the system advisor model (SAM) [24], and weather da‐
ta for Saudi Arabia are obtained from the PV geographical
information system website [25]. In addition, investment
cost data for all generation units are obtained from National
Renewable Energy Laboratory (NREL) website [26]. The op‐
eration costs for renewable technologies are obtained from the
USA Energy Information Administration (EIA) website [27]
except for CSP units, which are obtained from the SAM [24].

We apply the capital recovery factor r(1+ r)x /[(1+ r)x - 1] to
the investment cost data to compute the annualized invest‐
ment, where r is the real interest rate, and x is the number of
years for the depreciation period. We annualize the investment
costs by assuming a 25-year depreciation period and a 9% real
interest rate. This yields an 10% cost-annualization rate.

We use a greenfield approach with respect to generation
facilities, but not with respect to transmission lines. The tar‐
get planning year is 2040. Due to unattractive wind profiles
across the Arabian peninsula, only 9 locations are selected as
candidates for installing onshore wind power plants. These
locations correspond to nodes 7, 6, 13, 23, 24, 30, 31, 32,
and 33. The annualized investment cost of any onshore wind
unit is 172200 $/MW and its operation cost is 2.8 $/MWh.
We consider that it is possible to build up to 22 PV power
plants, and up to 22 CSP power plants. The annualized in‐
vestment cost of any PV power plant is 106900 $/MW and
its operation cost is 2.5 $/MWh. PV power plants can be lo‐
cated at any node except nodes 9 and 12. The annualized in‐
vestment cost of any CSP power plant is 371000 $/MW and
its operation cost is 4.7 $/MWh. We assume that each CSP

power plant has a thermal energy storage (TES) system with
12 hours of energy storage capacity. CSP power plants can
be located at any node except nodes 9 and 12.

Regarding storage units, we consider compressed air ener‐
gy storage (CAES) with an annualized investment cost of
48000 $/MW [28]. The energy efficiency is assumed to be
0.7 p.u. and the energy capacity is considered to be 10 hours
times the power capacity. Different types of storage technolo‐
gies characterized by different investment costs and efficien‐
cies can be represented in the proposed model. Storage units
can be located at any node except nodes 9 and 12.

We consider the possibility of installing CCGTs, whose in‐
vestment cost is 89500 $/MW and the variable cost is 35 $/
MWh. CCGTs can be located at any node except nodes 9
and 12. Table I provides the characteristics of existing trans‐
mission lines including their capacities and Table II provides
the characteristics of 12 prospective lines including their ca‐
pacities as well. The annualized investment cost of AC trans‐
mission lines is assumed to be 24000 $/km.

B. Scenarios and Representative Days

The electric power demand during the day and night is
flat in Saudi Arabia, both during the winter and summer. A
representative demand curve can be observed in Fig. 2. The
demand is flat because its most important component is air
conditioning, and since ambient temperature does not change
significantly from day to night, the need for air conditioning
remains rather stable. The demand level in the summer is
higher than that in the winter, but both are rather flat. Under
these conditions, a few days are sufficient to accurately rep‐
resent the whole year.

30. Yanbu 31. Medina 19. Ha’il
13. Safaniya

32. Rabigh

22. Al-Qassim
20. Buraidah 9. Node 10-11. Ghazlan

6. Khurais21. Sdêr
23.Node

34. Mecca

36. Ta’if 
35. Shuaiba

33. Jeddah

8. Node

7. Dammam

4-5. Shedqum
3. Othmanyah

1-2. Faris
24-29. Riyadh

12. Node

14-18. Qaisumah

Fig. 1. Schematic diagram of simplified version of Saudi Arabian 380 kV power system.
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The current peak demand of the Saudi Arabian power sys‐
tem is 49 GW [23]. Regarding long-term uncertainty and
based on historical trends, we consider three different future
load scenarios. The weights of these three scenarios are 1.1,
1.3, and 1.5, respectively, and their probabilities are 0.2, 0.3,

and 0.5, respectively ( )∑βδ= 1 . Econometric models could

be used to estimate such potential growths and their probabil‐
ities, which is outside the scope of our work. Needless to
say, additional scenarios including extreme low-probability
ones can be incorporated at the cost of increasing the compu‐
tation burden of the proposed model.

Based on historical data, we use eight typical days to rep‐
resent the target year (2040). We use two typical days (span‐
ning 24 hours) for each season of the year. The weight of
each representative day is the number of days in the corre‐

sponding season ( )∑αo = 365 . Note that it is a good enough

approximation as most days in a given season in Saudi Ara‐
bia are virtually identical in term of demand, wind- and so‐
lar-production patterns. This is also the most likely outcome
of a k-means algorithm to cluster days.

C. Case Studies

Planning target refers to a future outcome objective, e.g.,
achieving at least 80% renewable energy production in 2040.
The scenario refers to a realization of the future peak load
(long-term uncertain parameter), e. g., 20% above the fore‐
casting value. We consider four case studies, which are char‐
acterized as follows.

1) BAU: in this case, there are no restriction in building
CCGTs.

2) X% renewable energy per scenario: in this case, up to
100%-X% of the total energy per scenario can be produced
using thermal units (φEE =X/100 in (24)).

3) X% renewable power: in this case, only 100%-X% of
the total power capacity built can be thermal (φC =X/100
in (25)).

4) X% average renewable energy for the three scenarios:
in this case, up to 100%-X% of the total average energy for
the three scenarios can be produced using thermal units
(φEA =X/100 in (26)).

We pay particular attention below to case 2 due to its
practical relevance.

To solve these cases, we use CPLEX [29] under GAMS
[30] on a Windows PC with an Intel Core i5/2.4 GHz pro‐
cessor and 8 GB of RAM. The computation time required is
approximately 48 hours for each case. An instance of this
model includes 4047 binary variables, 126064 continuous
variables, and 193347 equations. The solution is obtained
within a relative optimality gap below 0.001%. Analyzing
very large systems, e. g., the China southern power grid or
the power system of the East Coast of the USA, would re‐
quire using powerful computers (not a personal computer),
but the modelling framework would remain unchanged.

TABLE II
TECHNICAL CHARACTERISTICS OF PROSPECTIVE TRANSMISSION LINES

l

32

33

34

35

36

37

38

39

40

41

42

43

Corridor

7-8

2-8

2-10

32-33

33-36

34-35

32-34

24-19

31-32

8-10

33-35

2-24

Length (km)

41

140

160

170

80

80

178

624

320

20

52

356

Capacity (MW)

1610

800

1610

900

1610

800

900

400

600

1610

1100

700

Annualized
investment cost (103 $)

984

3360

3840

4080

1920

1920

4272

14976

7680

480

1248

8544

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16

17
18

19
20

21
22

23
24

Time (hour)

-20

0

20

40

60

80

100

Po
w

er
 (G

W
)

CCGT; PV; CSP; Storage discharging power
Wind; Spilled power; Storage charging power

Total demand

Fig. 2. Unit commitment decisions in the worst case scenario in case 3
with X = 60.

TABLE I
TECHNICAL CHARACTERISTICS OF EXISTING TRANSMISSION LINES

l

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

Corridor

7-2

7-5

2-24

2-5

5-6

6-24

7-8

8-10

9-10

9-14

9-21

10-12

12-13

14-20

19-31

19-20

Length
(km)

100

50

356

75

150

180

41

20

75

100

421

180

20

406

400

274

Capacity
(MW)

1610

1610

400

1610

1310

700

1610

1610

1450

1610

500

1260

1000

700

700

700

l

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

Corridor

20-21

20-22

20-23

22-31

23-24

31-30

30-32

31-32

21-22

32-33

32-34

33-34

33-35

34-36

34-35

Length
(km)

186

127

250

480

100

270

162

320

100

170

178

70

52

76

80

Capacity
(MW)

1000

1500

700

600

1300

700

1300

700

800

850

800

1610

1200

1610

800

D. Results

1) Case Comparison
The investment, operation, and total costs for cases 1 and

2 are shown in Table III and for cases 3 and 4 are shown in
Table IV, where Δ1, Δ2, Δ3 are the increments of the invest‐
ment cost, operation cost and total cost with respect to
BAU, respectively. Results for cases 1 and 2 of total capaci‐
ty to be built for each technology are given in Table V and
for cases 3 and 4 are given in Table VI. It can be observed
that if thermal limits are imposed, PV increases significantly
due to its comparatively low investment cost. Although the
energy efficiency of a CSP power plant is higher than that
of a PV or wind power plant, the high capital cost of CSP
makes this technology comparatively unattractive. As expect‐
ed, the wind capacity built is low since wind conditions are
not attractive. The capacity of energy storage units increases
with the renewable capacity to store the energy from solar
power plants to meet the demand during the night.

In case 1, the renewable power capacity is just 17% of the
total power capacity. The total cost of case 1 is the lowest,
and the highest total cost is that of the 100% renewable
case. Since thermal units have the lowest investment cost
and the highest operation cost, the operation cost of case 1
is the highest and the investment cost is the lowest.

Besides case 1, we observe that imposing a requirement
based on renewable energy per scenario is the most expen‐
sive option. The lowest cost option is imposing a require‐
ment based on renewable capacity.

Figure 3 shows the investment, operation, and total costs
as a function of the renewable power built for cases 1 and 2
with X ranging from 30 to 100. The total cost increases sig‐
nificantly beyond X = 80.

Based on these results, it can be concluded that case 2
with X = 60 is a competitive option. Indeed, it is possible to
increase the percentage of renewable energy per scenario
from 17% (BAU) to 60% with an increment in total cost of
49% with respect to BAU.

The case 3 with X = 60 is a good compromise between
cost and renewable integration over all options. It achieves
comparatively low operation cost and results in 43% shift in
total renewable energy with 14% increment in total cost
with respect to BAU. The case 4 with X = 80 achieves a
high level of renewable penetration, but at a comparatively
high cost. However, it is a much more attractive option in
terms of cost than case 2 with X = 80. Exceeding X = 80 in
case 2 requires high investment cost and the system would

TABLE III
INVESTMENT, OPERATION, AND TOTAL COSTS FOR CASES 1 AND 2

TABLE IV
INVESTMENT, OPERATION, AND TOTAL COSTS FOR CASES 3 AND 4

TABLE V
CAPACITY OF EACH TECHNOLOGY BUILT FOR CASES 1 AND 2

TABLE VI
CAPACITY OF EACH TECHNOLOGY BUILT FOR CASES 3 AND 4

1
2 (X=30)

2 (X=100)
2 (X=90)

2 (X=80)2 (X=60)
2 (X=50)

2 (X=40)
2 (X=70)

Case

0

1

2

3

4

5

6

7

8
Investment cost
Operation cost
Total cost

Co
st 

(1
010
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)

Fig. 3. Investment, operation, and total costs as a function of renewable
power.

490



ALRADDADI et al.: EXPANSION PLANNING FOR RENEWABLE INTEGRATION IN POWER SYSTEM OF REGIONS WITH VERY HIGH...

D. Results

1) Case Comparison
The investment, operation, and total costs for cases 1 and

2 are shown in Table III and for cases 3 and 4 are shown in
Table IV, where Δ1, Δ2, Δ3 are the increments of the invest‐
ment cost, operation cost and total cost with respect to
BAU, respectively. Results for cases 1 and 2 of total capaci‐
ty to be built for each technology are given in Table V and
for cases 3 and 4 are given in Table VI. It can be observed
that if thermal limits are imposed, PV increases significantly
due to its comparatively low investment cost. Although the
energy efficiency of a CSP power plant is higher than that
of a PV or wind power plant, the high capital cost of CSP
makes this technology comparatively unattractive. As expect‐
ed, the wind capacity built is low since wind conditions are
not attractive. The capacity of energy storage units increases
with the renewable capacity to store the energy from solar
power plants to meet the demand during the night.

In case 1, the renewable power capacity is just 17% of the
total power capacity. The total cost of case 1 is the lowest,
and the highest total cost is that of the 100% renewable
case. Since thermal units have the lowest investment cost
and the highest operation cost, the operation cost of case 1
is the highest and the investment cost is the lowest.

Besides case 1, we observe that imposing a requirement
based on renewable energy per scenario is the most expen‐
sive option. The lowest cost option is imposing a require‐
ment based on renewable capacity.

Figure 3 shows the investment, operation, and total costs
as a function of the renewable power built for cases 1 and 2
with X ranging from 30 to 100. The total cost increases sig‐
nificantly beyond X = 80.

Based on these results, it can be concluded that case 2
with X = 60 is a competitive option. Indeed, it is possible to
increase the percentage of renewable energy per scenario
from 17% (BAU) to 60% with an increment in total cost of
49% with respect to BAU.

The case 3 with X = 60 is a good compromise between
cost and renewable integration over all options. It achieves
comparatively low operation cost and results in 43% shift in
total renewable energy with 14% increment in total cost
with respect to BAU. The case 4 with X = 80 achieves a
high level of renewable penetration, but at a comparatively
high cost. However, it is a much more attractive option in
terms of cost than case 2 with X = 80. Exceeding X = 80 in
case 2 requires high investment cost and the system would

TABLE III
INVESTMENT, OPERATION, AND TOTAL COSTS FOR CASES 1 AND 2

Case

1

2

X

30

40

50

60

70

80

90

100

Investment
cost (1010 $)

1.0190

1.4491

2.0174

2.4708

2.8807

3.6902

4.5250

6.3954

7.6509

Δ1

(%)

42

98

142

183

262

344

528

651

Operation
cost (1010 $)

1.4000

1.2464

1.0801

0.9544

0.7341

0.6047

0.4756

0.2926

0.1600

Δ2

(%)

-11

-23

-32

-48

-57

-66

-79

-89

Total cost
(1010 $)

2.4190

2.6955

3.0975

3.4252

3.6148

4.2949

5.0006

6.6880

7.8109

Δ2

(%)

11

28

41

49

77

106

176

222

TABLE IV
INVESTMENT, OPERATION, AND TOTAL COSTS FOR CASES 3 AND 4

Case

3

4

3

4

X

60

60

80

80

Investment
cost (1010 $)

1.8562

2.6520

3.5324

4.0220

Δ1

(%)

82

160

247

295

Operation
cost (109 $)

9.169

6.669

5.877

4.119

Δ2

(%)

-35

-52

-58

-71

Total cost
(1010 $)

2.7732

3.3189

4.1201

4.4339

Δ3

(%)

14

37

70

83

TABLE V
CAPACITY OF EACH TECHNOLOGY BUILT FOR CASES 1 AND 2

Case

1

2

X

30

40

50

60

70

80

90

100

Capacity (MW)

CCGT

66280

65968

64282

61787

57195

46020

34840

12480

0

PV

10770

20939

54249

64525

74895

95660

116400

157860

201413

CSP

3012

8386

13610

18802

28200

34402

40826

73628

67774

Wind

0

4275

5980

14350

13300

11200

10064

6625

2947

Energy storage

8840

11120

11300

12598

13022

34960

56933

77804

130341

Total

88902

110688

149421

172062

186612

222242

259063

328397

402476

TABLE VI
CAPACITY OF EACH TECHNOLOGY BUILT FOR CASES 3 AND 4

Case

3

4

3

4

X

60

60

80

80

Capacity (MW)

CCGT

60109

57353

42613

40400

PV

82794

71290

166091

98155

CSP

5160

23425

922

38037

Wind

2210

13538

3439

12210

Energy storage

9055

12200

56982

43990

Total

159328

177806

270047

232792

1
2 (X=30)

2 (X=100)
2 (X=90)

2 (X=80)2 (X=60)
2 (X=50)

2 (X=40)
2 (X=70)

Case

0
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2

3

4

5

6

7

8
Investment cost
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Total cost

Co
st 

(1
010
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)

Fig. 3. Investment, operation, and total costs as a function of renewable
power.
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have a large amount of lightly used capacity.
2) Representative Days

The demand throughout the hours of the day at different
locations and the renewable production throughout the day
at different production locations are “short-term” uncertain
parameters that we model using 8 representative days. To as‐
sess the stability of the results, we have also run case 1 with
12 representative days. Note that in Saudi Arabia, the de‐
mand and the renewable production are rather stable through‐
out the winter and summer (the only seasons in this coun‐
try). Table VII shows that the results of case 1 for 8 and 12
representative days have the similar renewable penetration
levels and investment costs. The operation costs decrease as
a result of incorporating less extreme operation conditions.
Therefore, only a few representative days are required to ac‐
curately represent the whole year.
3) Worst Operation Condition (Day) in Case 3 with X = 60

The worst operation condition (day) in case 3 with X = 60
corresponds to day 3 and scenario 3 (peak demand of 73 GW).

Figure 4 shows the newly built generator and transmission
facilities in case 3 with X = 60. Figure 2 depicts the hourly
production of each technology to supply the demand. It can
be observed that wind units do not produce power during
the night when PV and CSP units cannot produce power,
which forces the system to use thermal units with high ramp‐
ing capabilities. Otherwise, the model results would include
building additional solar units to cover daytime demand. It
can be observed that the energy storage units help the sys‐
tem use solar energy more efficiently. Indeed, they allow the
system to use 59 GWh of solar energy during the night.

4) Results of Transmission Line
Table VIII provides the number of transmission lines built

in each case. Case 1 includes the lowest number of transmis‐
sion lines built, where the highest corresponds to case 2
with X = 80. If we consider the Saudi Arabian power system
has no exsiting transmission lines, the number of the trans‐
mission lines built in case 3 with X = 60 will be smaller than
that in case 1.

E. Cost Projections

EIA [27] provides three future pathways of capacity cost

for different types of power plants. Approximately, the low
and medium pathways have very similar cost assumptions,
but the high pathway has significantly higher cost assump‐
tions.
1) High Cost Assumption

We analyze how the investment and operation costs
change as a function of a high pathway cost assumption. Fig‐
ure 5 shows the increase in investment and operation costs
with respect to medium pathway assumption.

TABLE VII
COSTS OF CASE 1 FOR 8 AND 12 REPRESENTATIVE DAYS

Time
(day)

8

12

Investment
cost (1010 $)

1.019

1.018

Operation
cost (1010 $)

1.40

1.36

Total cost
(1010 $)

2.42

2.38

Renewable
penetration level (%)

17

17

30. Yanbu 31. Medina

32. Rabigh

9. Node

23. Node

34. Mecca

35. Shuaiba

33. Jeddah

7. Dammam

12. Node

Wind unit;
PV unit;

Energy storage unit
New line

CSP unit;
Gas unit;

19. Ha’il 13. Safaniya
22. Al-Qassim

20. Buraidah

10-11. Ghazlan

6. Khurais21. Sdêr

36. Ta’if 

4-5. Shedqum3. Othmanyah

1-2. Faris

14-18. Qaisumah

24-29. Riyadh

8. Node

Fig. 4. Newly built generator and transmission facilities in case 3 with X = 60.
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Fig. 5. Increment in investment and operation costs of high pathway as‐
sumption with respect to medium pathway assumption.

TABLE VIII
NUMBER OF TRANSMISSION LINES BUILT

Case

1

2

3

4

X

60

60

60

No. of
transmission lines

2

9

6

9

Case

2

3

4

X

80

80

80

No. of
transmission lines

12

9

11
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The cases considered include case 1 and case 3 with X
ranging from 50 to 90. It can be observed that the increment
in investment costs decrease as the renewable capacity in‐
creases. This is because the investment cost of case 1 is the
smallest and increases as the renewable penetration level in‐
creases, as shown in Fig. 3.
2) Only PV Investment Cost is High

In the previous cases, PV dominated the renewable energy
due to its low investment cost. Thus, we analyze the result if
only PV investment costs are comparatively high and other
technologies remain at the medium pathway assumption. Fig‐
ure 6 shows the increment in investment and operation costs
with respect to medium pathway assumption when only PV
investment costs are comparatively high. The cases considered
include case 1 and case 3 with X ranging from 50 to 90.

Figure 7 illustrates the difference of renewable and CCGT
power built with respect to medium pathway assumption
when only PV investment costs are comparatively high.

Comparing the results, it can be observed that the renew‐
able power capacity built in case 1 decreases from 17% to
10% of the total power capacity if we change the investment
cost of PV technology from medium to high pathway as‐
sumption.

IV. CONCLUSION

This paper uses a long-term generation and transmission
planning model to analyze the transition of the Saudi Arabi‐
an power system toward high penetration level of renewable
sources. Considering the case studies carried out, the conclu‐
sions are drawn as follow.

1) Regarding a renewable penetration level of only 17%
in case 1, we can conclude that it is important to actively
promote the integration of renewable power in the Saudi Ara‐
bian power system if a high penetration level of renewable
sources is desired.

2) Since a high renewable penetration level is achieved us‐
ing PV and CSP, which do not operate during the night,
high generation and storage capacities need to be installed.
This is specific to Saudi Arabia since attractive wind sites
are not available.

3) Our model and analyses are applicable to power sys‐
tems in geographical areas with high solar irradiation and
stable weather condition.

An out-of-sample analysis for assessing the comparative
performance of alternative expansion plans is a fruitful area
of additional research.
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