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Optimal Placement of Wind Turbines in Wind
Farm Layout Using Particle Swarm Optimization

Philip Asaah, Lili Hao, and Jing Ji

Abstract——An optimal geographical location of wind turbines
can ensure the optimum total energy output of a wind farm.
This study introduces a new solution to the optimization of
wind farm layout (WFLO) problem based on a three-step strat‐
egy and particle swarm optimization as the main method. The
proposed strategy is applied to a certain WFLO to generate
highly efficient optimal output power. Three case scenarios are
considered to formulate the non-wake and wake effects at vari‐
ous levels. The required wind turbine positions within the wind
farm are determined by the particle swarm optimization meth‐
od. The rule of thumb, which determines the wind turbine spac‐
ing, is thoroughly considered. The MATLAB simulation results
verify the proposed three-step strategy. Moreover, the results
are compared with those of existing research works, and it
shows that the proposed optimization strategy yields a better so‐
lution in terms of total output power generation and efficiency
with a minimized objective function. The efficiencies of the
three case studies considered herein increase by 0.65%, 1.95%,
and 1.74%，respectively. Finally, the simulation results indicate
that the proposed method is robust in WFLO design because it
further minimizes the objective function.

Index Terms——Jensen model, particle swarm optimization,
wake effect, wind farm layout (WFLO), wind turbine.

Ⅰ. INTRODUCTION

IN recent years, many renewable energies have emerged to
support conventional power generation because of the de‐

pletion of fossil fuel sources and the increase of electricity
demand.

Although wind energy provides clean energy, the genera‐
tion of higher output energy cannot be obtained because of
the wake effect, which can be defined as the reduction in
wind speed as it passes through the rotor of a wind turbine
(WT); this effect also generates turbulence (usually referred
to as wake effect) in turbines. Accordingly, the optimization
of wind farm layout (WFLO) becomes more important. An
inadequately optimized WFLO would result in decreased out‐
put power and increased operation and maintenance costs as
well as wear and tear, leading to shorter WT component
lifespan [1], [2]. For instance, the increase in turbulence cou‐

pled with the variable wind speed considerably impacts the
WT, particularly the gearbox lifespan because of fatigue [3],
[4]. Therefore, retarding the deterioration rate of the WT
caused by turbulence is extremely critical for prolonging its
lifespan. It is estimated that the wake effect reduces the
wind farm output power by 10%-15% [5]. To reduce the
wake effect in a restricted area for optimal energy produc‐
tion and advance the WT design and arrangement, it is criti‐
cal to consider other factors such as wind farm elevation,
wind speed, wind direction, and hub height in the design pro‐
cess.

The wake effect can be managed, if not eliminated, by
carefully considering the geographical location and installa‐
tion position of each WT. The ability to minimize the wake
effect in a limited area is one of the key requisites for maxi‐
mizing the output power of the wind farm. There are prob‐
lems in the existing optimization strategies for determining
the optimal number of WTs and locations of a given wind
farm. Directly or indirectly, they reduce the wake effect in a
restricted location to a certain extent.

In the wind farm design, the WT layouts either employ
the same specifications [6] or use multiple specifications [7]
in formulating the WFLO. The use of multiple specifications
provides system flexibility and robustness. However, because
optimization algorithms have many parameter values, they
are easily constrained by the computation complexity. For in‐
stance, in [8], the authors proposed a WFLO problem with a
continuous selection of WTs and hub heights using Cartesian
coordinates and a single-objective genetic algorithm (GA) to
improve the total output power. The hub heights were also
restrained within a predefined range. In [7], to minimize the
cost per unit power in the WFLO with multiple hub heights,
a three-dimension greedy algorithm was applied. Moreover,
in [6], the area rotation method and definite point selection
technique were proposed to determine the optimal dimen‐
sions and position of the wind farm. The area rotation meth‐
od enabled the maximum area of the wind farm to capture
the freestream velocity to some extent. In addition to the
aforementioned techniques, which had delayed solution con‐
vergence, several optimization scenarios were conceived for
terrain and non-terrain locations to formulate the wake effect.

System designers highly recommend the use of WTs with
the same specifications because of its feasibility and low op‐
eration cost. The first WFLO problem formulated to deter‐
mine the required number and position of WTs in a given lo‐
cation was solved by [9]. The authors optimized the required
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number of WTs for a given parcel of land in three different
cases of wind speeds and directions. This was further ad‐
vanced by [10]. In these studies, the optimization parameter
values were slightly modified using GA. The modifications
further improved the optimal positions of the WTs. In [11],
the authors recommended an increase in the size of wind
farm boundaries as that in [9], [10], and [12] from 2 km ×
2 km to 2 km × 2.2 km. Three case scenarios were adopt‐
ed for the analysis. The results showed that the solvement of
WFLO problem using micro-siting technique and GA was
relatively successful. These optimization methods were con‐
strained by boundaries, and a WT could only be installed at
the center of a selected cell. In [13], the geometric pattern-
based approach was employed to position the WTs to maxi‐
mize the total output power of the wind farm and overcome
the sub-optimality in the solution space. The implementation
of the approach was successful. However, the available wind
farm area for the grid-based turbine placement was not effi‐
ciently exploited. Again, the highly significant wake effects
were not adequately considered.

To increase the movement range of the WTs within a giv‐
en geographical location, more algorithms have been devel‐
oped. In [14], for a circular wind farm, a biogeography-
based optimization method was employed to position the
WTs with a limited rotor diameter and within the boundary
to maximize the expected output energy. In situations where
numerous parameters are required for optimization, the high
correlation complexities always affect the computational effi‐
ciency. In [15], a regular wind farm was optimized consider‐
ing three aspects: placement direction of wind farm, spacing
of each pair of WTs, and control strategy of wind farm. An
adaptive particle swarm optimization (PSO) [16] - [18] was
adopted for the optimization of WT layout to increase the
possibility of finding the global optimum. The best tradeoff
between energy yields and capital investments is obtained be‐
cause of the appropriate positioning of the WTs. With all
these achievements, the accuracy of the control strategy is
only based on the accuracy of the wake model necessary to
predict the wind speed at each WT. In [19], a multi-objec‐
tive function was proposed to minimize the layout cost and
maximize the energy output using the PSO algorithm. De‐
spite the successful implementation, the wake effect and dis‐
counted cost of the wind farm during the life cycle were not
considered. To harvest additional maximum output power, a
PSO with multiple adaptive methods was also proposed in
[20]. Some restricted zones were used without sufficiently
considering the spacing of the WTs.

With the successful implementation of PSO, if additional
considerations are made on the layout and the wake effect is
regulated with respect to the rule of thumb, an efficient posi‐
tion will be obtained for the optimal output power in any re‐
stricted wind farm location. Accordingly, a three-step strate‐
gy is proposed to minimize the objective function.

The remainder of this paper is organized as follows. Sec‐
tion II introduces the mathematical modeling of WFLO em‐
ployed in the study. Section III outlines the three-step strate‐
gy for the WFLO. The simulation results of the proposed
method are discussed in Section IV, and the conclusions are
summarized in Section V.

Ⅱ. MATHEMATICAL MODELING OF WFLO

A. Wake Effect Modeling

A WT has two main effects: wind speed reduction and tur‐
bulence. This wake effect on the WT is illustrated in Fig. 1.
The upstream or freestream wind speed uo decreases to the
downstream wind speed ui as the wake boundary linearly ex‐
pands downwards.

The wake boundary forms a cone-like shape in Fig.1, and
in the wake boundary wind speed decreases with respect to
the distance between the adjacent WTs (X). This decreased
wind speed trickles down to the lowest, if not all of the WTs
under the wake effect. The intensity depends on the location
and distance between the adjacent WTs. The closer the WT
is from the wake effect source, the greater the wake effect
intensity is. Hence, the farther the WT is from the wake ef‐
fect source, the less the wake effect intensity is. In this situa‐
tion, it is advisable to introduce the wake effect modeling to
determine the appropriate ui with known ambient wind speed
and direction. This aims to determine the extent to which the
wake effect may be borne with the minimal power losses
and operational cost [21]. Wake effect models are typically
classified into kinematic models [22], [23] and field models
[24]. Some of the established kinematic models for wake ef‐
fect modeling include Jensen model, Ainslie model, and
Larsen model.

In the Jensen model [23], the wake effect behind the up‐
stream WTs exhibits a linear expansion characteristic.
Hence, the wind speed within a wake boundary decreases to
the magnitude of the downstream WT velocity, as shown
in Fig. 1. In the Ainslie model, a parabolic eddy viscosity
model in which the wake turbulence combines with the am‐
bient turbulence wake is developed. Differential equations
are formulated and solved to obtain the results. Hence, more
time is necessary to obtain a solution. This model is more
suitable for the dynamic analysis of WTs. The Larsen model
is a semi-analytic wake effect model that considers the wake
effect modeling in three scenarios, i. e., non-wake, partial
wake, and full wake effects, which is slightly similar to the
Jensen model. It is applicable in capturing and analyzing the
velocity deficit when the downstream distance exceeds three
times the rotor diameter [21]. Among all the wake effect

WTWT

Wake boundary

Wake
boundary

Upstream wind
speed uo

Rotor radius
(Rr)

Wake radius (R1)

Downstream wind speed ui

Distance between WTs (X )

Fig. 1. Schematic diagram of wake effect model.
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models employed for both onshore and offshore wind farms,
the Jensen model is the most widely used because of its sim‐
plicity and accuracy in computational analysis [23].

Therefore, the brief mathematical formulations of the Jen‐
sen model are outlined below using Fig. 1, which are used
as part of the optimization strategy. In the wake effect mod‐
eling of wind farm, a WT with different wind speeds and di‐
rections is considered. The first scenario is a non-wake ef‐
fect or the ith WT is outside the wake boundary. This implies
that the wind speeds in all WTs are equal, and the wind ve‐
locity deficit does not exist under the non-wake effect. ui is
expressed as:

ui = uo (1)

However, in the second scenario, if the ith WT is complete‐
ly within the boundary of a single full wake effect. ui is ex‐
pressed as:

ui = uo
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where a is the axial induction factor; and α is the entrain‐
ment constant. The axial induction factor a is typically in
the range of 0.2-0.4, and α determines the speed of wake
boundary expansion with respect to X [25], [26], is ex‐
pressed as:

α=
0.5

ln ( )Z
Zo

(3)

where Z is the hub height; and Zo is the surface roughness
length at a certain location, i.e., the height above the ground
at which the wind speed is theoretically zero. The length var‐
ies depending on the landscape under consideration. For
plain terrains, Zo is 0.3 m and varies with the locations [27].

In the third scenario, a part of the WT rotor blade lies par‐
tially within the wake boundary, which is considered as a
partial wake effect. In this case, some areas of the WT rotor
blades are affected by the wake upstream of the WT. The
other areas may experience different forms of the wake ef‐
fect. Hence, ui for the partial wake effect is expressed as:

ui = uo

æ

è

ç

ç
çç

ö

ø

÷

÷
÷÷1-

2a

1+ α ( )X R1

2

ATwakei

ATtotali
(4)

where ATwakei is the partial rotor area under wake effect; and
ATtotali is the total rotor area.

In the final scenario, a WT experiences many wake effect
forms from the upstream and/or downstream WTs [28]. For
instance, by considering many full wake effects (excluding
partial wake effect) acting on the ith WT, the resultant ui is
expressed as follows.

ui = uo
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where mi is the number of WTs with wake effect.

Generally, all scenarios of WTs experiencing wake effects
at different displacements are considered. The other formula‐
tions considered for analytical purposes are as follows.

Rd =Rr

1- a
1- 2a

(6)

R1 = αX +Rr (7)

Ct = 4a(1- a) (8)

where Rd is the downstream rotor radius; Rr is the rotor radi‐
um; and Ct is the trust coefficient.

In short, the wake effect model leads to the output power
loss of 10%-15% [5] or more because the reduced wind
speed capture is controlled.

B. Output Power Modeling of Wind Farm

The amount of output power that a WT in a wind farm
can extract from the available wind speed depends on many
factors. Previously, onshore or offshore wind farms were de‐
signed using sparse or simple spacing rules. The WTs were
laid along regular power grids. Although this design aids in
maintaining the navigational routes of small or medium
wind farms, it also has its own problems. Recently, large
wind farm designs are square or rectangular and usually
have the same WT specifications, as shown in Fig. 2.

In Fig. 2, the generated output power of a WT Pwt is cal‐
culated as:

Pwt =
1
2

Cp ρAU 3 (9)

where Cp is the power coefficient of WT; ρ is the air densi‐
ty; A is the swept area of WT; and U is the general wind
speed.

The Pwt is proportional to the cube of the wind speed and
swept area or the square of the rotor radius. Considering
Betz theory [29], the Cp for a commercial WT is 40% [3].
Therefore, Pwt is simplified as:

Pwt = 0.3U 3 (10)

Moreover, Pwt is regulated according to the available wind
speed at a particular time and location. These regulations
[16] are guided by the following expression:

Pwt (U)=

ì

í

î

ïï
ïï

0 U < 3m/s
0.3U 3 3m/s£U < 12 m/s
518.4 kW 12 m/s£U £ 25 m/s
0 U > 25 m/s

(11)
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Power substation

Fig. 2. Diagram of regular wind farm.
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The foregoing determines the cut-in, cut-out, and rated
wind speeds with their corresponding output power for each
WT, as shown in Fig. 3.

In the wind farm, the total ideal output power Pwttotideal
and

total actual output power Pwttotactual
generated by the total num‐

ber of WTs Nt under wake effect conditions are obtained us‐
ing the following expressions.

Pwttotideal
=∑0.3u3

o U = uo (12)

Pwttotactual
=∑0.3u3

i U = ui (13)

Moreover, the total output power of WTs Ptotwts for both
the ideal and actual situations (in Fig. 2) with respect to
their Pwt can be obtained as:

Ptotwts =∑Pwt "U (14)

Finally, the overall annual energy production AEP of the
wind farm is calculated as:

AEP = 8760Ptotwts (15)

The expected efficiency η of the wind farm with Nt WTs
is expressed as:

η=
Ptotwts

Nt Pwttotideal

(16)

C. Installation Cost (Investment) Modeling

The cost of WTs can be calculated using a function that
depends on Nt [9]. This consists of constant and variable
terms, which decrease as Nt increases. At any point, an addi‐
tional WT is equal to a certain fractional cost. Thus, the cost
decreases as the purchased volume increases. Therefore, the
total installation cost of the entire wind farm per year Cost
is calculated as:

Cost =Nt ( )2
3
+

1
3

e-0.00174Ν 2
t (17)

In short, the WT cost and maximum discount are assumed
to be 1 and 33.3%, respectively.

D. Optimization of Objective Function

Finally, the objective function for the optimization of WF‐
LO is the energy minimization cost. Therefore, the objective
function is the ratio of the total cost of installation to Ptotwts

generated by Nt [9].

Objective=min ( Cost
Ptotwts

) (18)

The foregoing aims to obtain the minimum cost per unit
output power produced in a wind farm irrespective of the
WT location.

E. Wind Speed Scenario Modeling

The possibility of a preferred wind speed and WT position
should be appropriately considered before installation. The
rule of thumb stated in [30] indicates the required spacing of
WTs within a wind farm. However, wind flows naturally
have probabilistic characteristics. They have different speeds,
densities, and directions, yet dominant in a particular direc‐
tion at a given location. At any particular wind speed direc‐
tion, a WFLO will exhibit a particular arrangement that may
or may not generate optimal output power. Considering the
probability density function PU ( × ), the wind speed follows a
particular Weibull distribution as follows.

PU ( )Ukc =
k
c ( )U

c

k - 1

e
- ( )U

c

k

0<U <¥ (19)

where c is the scale parameter; and k is the shape parameter.
A circular boundary was illustrated in [31] for a predomi‐

nant wind direction. However, for practicality, a square WF‐
LO of dimension l × l which is placed diagonally to face the
wind speed is considered in this study. This WFLO is fur‐
ther divided into a certain number of cells to represent the
possible locations of the WTs, as shown in Fig. 4.

To verify the robustness of the optimization strategy, three
study scenarios of wind speeds and directions for the WFLO
are chosen. Wind directions are divided into 36 equal inter‐
vals (i.e., 10° each interval) from 0° to 350°. Each WT can
rotate with the prevailing wind directions.

F. WFLO Constraint Modeling

The appropriate placement of WTs in a given parcel of
land to obtain the overall objective of minimizing the losses
and operation costs is known as micro-siting. Inadequate mi‐
cro-siting leads to the poor overall performance and reduced
WT lifespan. Nevertheless, the worst problem emanates
from changing the WT locations after installation.

In the past, a scattered WFLO is more advantageous for
the wind farm owner as this reduces the wake losses. Recent‐
ly, based on the rule of thumb for regular-shaped WFLO de‐
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sign, the required spacing of WTs is from 8D to 12D in the
main wind flow direction and 3D to 5D in the crossflow di‐
rection, where D is the rotor diameter [32]. This is more evi‐
dent in regular onshore and offshore wind farms arranged in
a site according to traditional layouts, such as irregular
shapes and in-line and staggered form.

Considering micro-siting involves uncertainties [33] and
many other factors, certain constraints [34] are incorporated
in the proposed optimization strategy. The first constraint in‐
volves the introduction of the wind farm boundary to ensure
that only one WT can be placed within a certain area at a
time. The length l and breadth b constraints of a regular WF‐
LO are satisfied as 0£ xi £ l and 0£ yi £ b, respectively,
where xi and yi are the transverse and longitudinal variables,
respectively. The second constraint regulates the spatial prox‐
imity. Thus, there must be sufficient minimal distance within
which two WTs can be installed. In the third constraint, all
the WTs within the wind farm have the same specifications.
These constraints were selected to satisfy the required condi‐
tions of the proposed strategy.

Ⅲ. PROPOSED THREE-STEP STRATEGY FOR WFLO

The proposed three-step strategy for the WFLO consists
of the WFLO design, PSO-based optimization, and wake ef‐
fect modeling using the Jensen model. The three-step strate‐
gy algorithm is employed to obtain the optimal location for
the WTs and achieve the objective function. The strategy in‐
volves a sequential procedure to obtain the objective func‐
tion, leading to high output power with a reduced wind farm
wake effect.

Three case studies are also investigated to ascertain the ro‐
bustness of the strategy, which include constant wind speed
and direction, constant wind speed with variable wind direc‐
tion, and variable wind speed with variable wind direction,
respectively.

The operation function of each block in the diagram is ex‐
plained in the next subsections.

A. WFLO Design

The WFLO of the square wind farm which is placed diag‐
onally to face the wind direction is proposed. The diagonal
of the wind farm lies horizontally on the x axis. This wind
farm can be considered as the best layout only when the
wind direction is normal to the diagonal axis. This allows
the wind farm placed in a diagonal form to have a broader
surface area facing the high wind direction and generate opti‐
mal output power, as shown in Fig. 4. With the placement of
the wind farm in the diagonal form, the distance between ad‐
jacent WTs in a cell is the hypotenuse (longer distance).
These distance increases when the WTs are perpendicular to
the wind directions. Many possible WFLOs were considered,
and the proposed approach satisfied all the required strate‐
gies. The assumption is only applicable to the situations
where many WTs are necessary for the WFLO.

B. PSO-based Optimization

In the proposed WFLO, the PSO ensures the appropriate
placement of the WTs to achieve overall optimal power gen‐
eration. The algorithm shifts the locations of WTs to new lo‐

cations in each iteration to obtain an updated objective func‐
tion. This is repeated until all criteria have been satisfied
and a suitable location that will lead to the attainment of the
objective function is selected.

The procedure begins with the input of the basic parame‐
ters of the entire wind farm, including the WT specifica‐
tions, square wind farm dimension, terrain features, wind
scenario, wind speed, wind direction, number of WTs, PSO
features (functions and parameters), and Jensen model data.
The WFLO is laid at 0° from the north (wind farm boundary
at 45° to x axis), assuming that it is the predominant wind
direction. A given number of WTs are placed randomly and
the initial objective function is calculated. The PSO algo‐
rithm is run in MATLAB to obtain the next objective func‐
tion, which is compared with the previous one and then up‐
dated as a new objective function. Finally, upon obtaining a
better objective function, the Jensen model verifies the spac‐
ing between adjacent WTs. This indicates that the procedure
should be repeated until the required result is obtained. The
flowchart of PSO for obtaining the proposed WFLO is pre‐
sented in Fig. 5. In Fig. 5, Iter is the number of iteration;
and Itermax is the maximum number of iteration.

C. Wake Effect Modeling Using Jensen Model

The Jensen model verifies and ensures that the spacing be‐
tween adjacent WTs follows the rule of thumb. In Fig. 4, the
distance between two adjacent cells is 200 m. However, with
the diagonal placement of wind farms, the distance among
the neighboring cells is 282.84 m. This provides wider dis‐
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Fig. 5. Flowchart of PSO for WFLO.
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tances among the WTs, which are two or more cells apart,
complying with the rule of thumb [32]. The adjacent wake
effects are negligible and accordingly ignored in the formula‐
tion because of the wider spacing.

IV. SIMULATION AND RESULTS

In this section, the MATLAB simulation results for the
proposed WFLO in the three case scenarios are discussed rel‐
ative to the wake effect and objective function. The WTs in
the wind farm have the same data specifications: Z = 60 m;
Zo = 0.3m;D = 40 m; trust coefficient Ct = 0.88; selected total
wind farm dimension is 2 km × 2 km. The wind farm dimen‐
sion is subdivided into 100 possible WT positions or cells

(200 m × 200 m). The PSO parameters are used for the quick
response; and the particle restriction parameters are inertia
weight coefficient w= 0.5, Acceleration coefficient constants
c1 = 2.5, c2 = 2.5, and the maximum number of iterations
Itermax= 100. A uniform distribution is applied in selecting
random numbers r1 and r2 between 0 and 1.

A. Case Study 1: Constant Wind Speed and Direction

In this case, the WFLO is considered under a constant
wind speed of 12 m/s at a constant wind direction from the
north (0°). After the thorough application of the proposed
three-step strategy, the optimized wind farm is illustrated in
Fig. 6(a) and is compared with those in [11], [12].

The distance between adjacent WTs exceeds the minimum
requirement of the rule of thumb. Therefore, adjacent WTs
are not considered in the formulation because their spacing
in the vertical direction is even larger. Hence, the strategy
ensures that the wake effect on the downstream WTs is re‐
duced to achieve greater output power. Figure 7 provides the
details of the WFLOs with 32 WTs (in Fig. 6).

In the WFLO of [11], the first 10 WTs generated optimal
power; thereafter, the output power of the remaining 22 WTs
started to decrease. The least recorded output power in the

wind farm was 344.3119 kW. The general performance of the
WFLOs is summarized in Table I.

In the case of [12], the reduction in output power started
after the first 19 WTs. The rest of the WTs had a marginal
wake effect on the downstream WTs. The lowest recorded
WT output power was 470.2074 kW. In the proposed WF‐
LO, although the output power reduction started after the
first 19 WTs, its resilience remained the same as the remain‐
ing 13 WTs. All the WTs recorded significantly high output
power except for the last WT with a minimum value of
465.9432 kW.

Considering the objective function of the WFLO, [11] ob‐
tained a 91.74% efficiency with an objective function of
0.00155. This was because more than two thirds of the WTs
were detrimentally influenced by the wake effect in the
boundaries. In the WFLO of [12], 97.77% efficiency was
achieved. It also reduced the wake effect to obtain an objec‐
tive function of 0.001537 because of the improved GA opti‐
mization algorithm. As for the proposed WFLO using the
three-step strategy, further improvements were observed:
98.42% efficiency was achieved, and the objective function
was further reduced to 0.00142. Although the 13 WTs were
exposed to the wake effect in the WFLO, this effect was
minimal compared with that on the other WTs. Figure 8 de‐

Wind speed
Wind direction

WT; Possible location of WT

45° 45° 45° 45°

2 k
m

2.2 km

2 km

Wind speed
Wind direction Wind direction

2 k
m

2 km

2 km

(a) (b) (c)

Wind speed

Fig. 6. Results of case study 1. (a) WFLO of the proposed strategy. (b) WFLO of [12]. (c) WFLO of [11].
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TABLE I
PERFORMANCE OF CASE STUDY 1

Optimization strategy

Proposed strategy

WFLO of [12]

WFLO of [11]

Nt

32

32

32

Total power (kW)

16326.59

16251.56

15218.20

Wake loss (kW)

262.20

337.24

1370.60

AEP (MWh)

143020.98

142363.67

133311.42

Objective

0.00140

0.00154

0.00155

Efficiency (%)

98.42

97.77

91.74
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picts the minimization of the objective function for the pro‐
posed strategy and those for [11], [12].

The proposed optimized wind farm shown in Fig. 6(a)
achieved significant power generation. Hence, with the fur‐
ther minimization of the objective function, the average effi‐

ciency was 98.42% of the expected ideal output power.

B. Case Study 2: Constant Wind Speed and Variable Wind
Direction

In this case, a scenario where the wind speed is constant
with variable wind direction is considered. A 12 m/s mean
wind speed with equal probabilities of blowing from all di‐
rections is considered. All the WTs are located within the
wind farm and have the ability to rotate according to the
variable wind direction. At any angle of the wind direction,
the WFLO also has different layout patterns corresponding
to the wind speed. With the proposed strategy, the algorithm
quickly solved all the instances for one wind direction. How‐
ever, as more wind directions were introduced, some instanc‐
es were not optimally solved. After a considerable number
of iterations, a solution was obtained, and the optimal WF‐
LO generated higher output power. This aided in further min‐
imizing the objective function using the proposed strategy.
The optimal WFLO is compared with those in [9], [21] and is
depicted in Fig. 9(a). The general performances of the WFLO
summarized in Table II are compared with those in [9], [21].

In [9] and [21], more wake effects were observed because
most of the WTs were aligned with some of the wind direc‐
tions. In some cases, more than four WTs were aligned.
Most of the WTs were close to the wind farm boundary.
However, in employing the three-step strategy, high output
power was recorded. This was because of the reduced wake
effect caused by the uniformly distributed WTs. As a result,
the objective function was reduced to 0.00164 with an effi‐
ciency of 98.90%.

C. Case Study 3: Variable Wind Speed and Direction

For this case study, variable wind speed and wind direc‐
tion are considered similar to those in [9], [35]. High wind
speeds are predominant between 270° and 350° . This case
study is practically the same as case study 2. The mean
wind speeds of 8, 12 and 17 m/s are used one after the other

from the predominant wind directions, as shown in Fig.
10(a).

As shown in Fig. 10, in the WFLOs of [9] and [35], most
of the WTs are laid along the wind farm boundaries. Some
were crowded and detrimentally influenced by the wake ef‐
fect, especially those aligned with the wind speed.

The proposed strategy in this case study had a well-laid
uniform WFLO that considered the possibility of wind blow‐
ing from any direction. As a result, the wake effect was re‐
duced to obtain an optimal WFLO with a high efficiency of
98.9022%. Based on the summary in Table III, the three-step
strategy is able to overcome most of the problems reported
in other existing studies with the same constraints [9], [11],
[12], [35]. Hence, this demonstrates that the output power
and efficiency are further improved, thus minimizing the ob‐
jective function.
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Fig. 9. Results of case study 2. (a) WFLO of the proposed study. (b) WFLO of [9]. (c) WFLO of [21].

TABLE II
PERFORMANCE OF CASE STUDY 2

Optimization strategy

Proposed strategy

WFLO of [21]

WFLO of [9]

Nt

19

19

19

Total power (kW)

9741.30

9549.00

9244.70

Wake loss (kW)

108.30

300.60

604.90

AEP (MWh)

85333.79

83649.24

80983.57

Objective

0.00164

0.00168

0.00174

Efficiency (%)

98.90

96.95

93.86
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V. CONCLUSION

In this paper, a three-step strategy for minimizing the ob‐
jective function of the WFLO is introduced. The first step in‐
volves the diagonal design of the 2 km × 2 km wind farm
where a broader surface area is exposed to the wind. In the
second step, the PSO algorithm is applied to find the opti‐
mal positions for each WT and utilize all the possible wind
speeds while satisfying the necessary spacing between adja‐
cent WTs. Finally, based on the rule of thumb, the Jensen
model was considered to investigate and ascertain the wake
effects acting on the WTs at all positions. The optimized
WFLOs under the three case studies of wind speeds and di‐
rections were analyzed. Accordingly, the position of each
WT was appropriately selected to obtain possible higher out‐
put power.

With the use of the three-step strategy, the simulated re‐
sults for the objective function were further minimized in
the WFLO for all instances. Compared with the results of
other existing studies, Ptotwts and η were significantly im‐
proved. Through the use of the proposed strategy, the losses
as well as the wear and tear were reduced, allowing the WT
to attain the expected lifespan as a result of the wake effect
minimization. Finally, if operationalized, the strategy is antic‐
ipated to provide quick investment returns with higher instal‐
lation efficiencies. This demonstrates that a better WFLO
can be achieved using the proposed three-step strategy.
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