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Mesoscale Wind Farm Placement via Linear
Optimization Constrained by Power System

and Techno-economics
Ali Erduman, Bahri Uzunoğlu, Bedri Kekezoğlu, and Ali Durusu

Abstract——The objective of this study is to develop a wind
farm placement and investment methodology based on a linear
optimization procedure. This problem has a major significance
for the investment success for the projects of renewable energy
such as wind power. In this study, a mesoscale approach is ad‐
opted whereby the wind farm location is investigated in compar‐
ison with a microscale approach where the location of each indi‐
vidual turbine is optimized. Specifical study focuses on the
placement of a wind farm by economical optimization con‐
strained by the power system, wind resources, and techno-eco‐
nomics. Linear optimization is introduced in this context at the
power system which is constrained by wind farm planning.

Index Terms——Generation expansion, grid integration, meso‐
scale wind farm, linear optimization, wind power.
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I. INTRODUCTION

IN addition to the rapid depletion of fossil energy sources,
the increasing environmental impact of fossil fuels has

led to a proactive search for alternative energy sources.
Among alternative energy sources, wind energy comes to the
forefront owing to its renewable and rapid installation fea‐
tures. The results of Turkish potential wind power are esti‐
mated to be 88000 MW [1]. In Turkey, the minimum value
of the potential wind power that can be used by the electrici‐
ty energy network was calculated as 13260 MW [2]. It was
found that potential wind power in Turkey has a much high‐
er rate than other European countries. To achieve high
shares of variable renewable energies, there is a need to con‐
tinuously investigate characteristics of local and regional
power systems and make necessary transmission up‐
grades [3].

A probabilistic load flow methodology considering large-
scale integration of wind power was proposed in [4]. This
methodology can handle significant fluctuations from large-
scale integration of wind power. In [5], to examine the poten‐
tial regional wind energy, it was observed that several data
such as the regional wind profile, long-term wind speed dis‐
tribution, wind distribution according to sectors, height of
wind turbine tower to be established, and natural and artifi‐
cial obstacles in the region should be collectively evaluated.
In a similar manner, [6] emphasized the importance of
Weibull probability density function (PDF) in the analysis of
wind data and demonstrated that the Weibull PDF was the
most suitable distribution function for the analysis of the re‐
gional wind distribution. The wind atlas analysis and applica‐
tion program (WAsP) was used in [7] to evaluate the mea‐
sured wind data before estimating the energy produced at dif‐
ferent points. With this program, the analysis on potential
wind energy was conducted in regions where no measure‐
ments were available [8] - [10]. Another important parameter
for the accurate evaluation of wind energy is the turbine
type used in wind power plants [11], [12]. Among the differ‐
ent types of wind turbines, permanent magnet synchronous
generators (PMSGs) and doubly fed induction generators
(DFIGs) are the most extensively used [13], [14]. To select
the best wind turbine for the region, production technology,
production costs, and their effects on power grid connections
must be collectively taken into consideration [15]. The ap‐
proximate weight calculation for a turbine with nominal pow‐
er, height, and technology was proposed as a function of the

weight of the parts [16]. In this regard, [17] conducted an
optimization analysis of wind turbines and examined the con‐
straints affecting the turbine structure before proposing solu‐
tions for the regional (and country’s) target technologies and
costs with earthquake constraints. Reference [18] presented a
methodology to investigate various effects of power grid in‐
tegration on the overall operation cost reduction associated
with additional wind power in interconnected multi-area
power systems. This study concluded that although extra
spinning reserves need to be borne by a system proportion‐
ate to the output power from wind energy generation, it is al‐
ways profitable in terms of total operation costs to maximize
the output from wind energy generation [18].

In addition to technical constraints [19], [20], wind tur‐
bines are also associated with constraints of the installation
and production costs [21], [22]. These constraints include
the land prices of the area where the wind power plant will
be installed, transmission line installation costs, transformer
and switchgear system costs, technology-based installation
costs, and production costs of other power plant equip‐
ment [23].

Supply reliability regulation of Turkey [24] specified the
feeder constraints that can be connected to the busbar at a
connection point and the connection conditions of wind tur‐
bines. These conditions arise in the form of direct con‐
straints in optimal connection studies. As stated above, some
or all of these constraints must be considered to determine
the network connectivity rates of wind farms. The combined
assessment of these constraints underpins the necessity of op‐
timal placement. Reference [25] provided a review of optimi‐
zation models with integrated generation and transmission
expansion planning, which has been tackled by several re‐
searchers, revealing the role of transmission networks in the
penetration of wind energy systems. The advantages and dis‐
advantages of the methodologies for the optimization of
wind energy systems were also given. The Bender decompo‐
sition method [26], the Nash equilibrium method [27], and
game theory method [28] are some of the leading optimiza‐
tion algorithms that can be used to evaluate different con‐
straints. While the plans for the power system were made us‐
ing the Bender decomposition method, the objective function
was divided into sub-optimization blocks in [29]. The prima‐
ry purpose function of the economic settlement was divided
into sub-purpose functions such as the reliability and opti‐
mality. The solving technique was presented under various
constraints, such as transmission constraints, nominal power
of power plants, and economic load sharing.

Likewise, the placement of microscale and mesoscale
wind farms has also been performed by adopting different
optimization techniques, as shown in Table I.

To summarize, the list of models and applications in the
aforementioned studies used single or multi-objective optimi‐
zation models. Optimization models for the integration of
wind energy systems into the power grid usually aim to cap‐
ture some of the critical challenges arising from the variable
nature of wind energy, multi-objective nature of energy poli‐
cy formulation, operation issues resulting from the integra‐
tion of wind energy, and the considerable role of power sys‐
tem characteristics.
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This study aims to develop a wind farm placement and in‐
vestment methodology according to the maximum number of
wind farms and minimum installation/production costs under
the constraints such as wind potential, power system, and tur‐
bine technologies. Within the scope of this study, the origi‐
nal results are listed as follows.

1) The optimization is realized by identifying possible
wind areas and shortening the pre-planning time of the wind
energy fields.

2) The installation cost components of a power plant are
added to the optimization study in detail. Accordingly, the
most economical settlement forces of the candidate plants,
the connection distances to the energy system, and the costs
of these connections are taken into consideration in this
study.

3) Economic placement of the system is made by consider‐
ing not only the regional wind speed, but also its geographi‐
cal characteristics such as roughness structure and elevation.

TABLE I
MICROSCALE AND MESOSCALE WIND FARM PLACEMENT REPORTED IN LITERATURE

Scale

Microscale

Microscale

Microscale

Microscale

Microscale

Microscale

Microscale

Microscale

Mesoscale

Mesoscale

Mesoscale

Mesoscale

Flow and wake model

Jensen’s wake decay
model and no flow

model

Jensen’s wake decay
model and no flow

model

Jensen’s wake decay
model and no flow

model

Jensen’s wake decay
model and no flow

model

Jensen’s wake decay
model and no flow

model

Jensen’s wake decay
model and no flow

model

Jensen’s wake decay
model and no flow

model

Jensen’s wake decay
model calibrated with
computational fluid

dynamics data

None

None

None

None

Power system
model

None

None

None

None

None

None

None

None

Mesoscale
data model

with artificial
neural

networks

Power balance
equations

Power balance
equations

Power balance
equations

Other model
used in

optimization

None

None

None

None

None

None

None

None

Bathymetry
data model

with artificial
neural networks

None

None

None

Optimization method

Mixed integer and quadratic
optimization

Multi-objective evolutionary
algorithm

Ant colony algorithm

Particle swarm optimization

Differential evolution

Genetic and ant colony
algorithms

Binary real coded genetic
algorithm (BRCGA) and local

search (LS) algorithm

Sequential convex programming

Genetic algorithm

Hierarchical Bender
decomposition (HBD) technique

to solve the proposed
probabilistic planning model

Bender decomposition

Nondominated sorting genetic
algorithm-II (NSGA-II), point

estimation method (PEM)

Comment or outcome

Basic optimization with no flow
model for complex terrain

Multi-objective evolutionary
algorithm with a set of Pareto

optimal vectors was obtained with
objective as maximum output power

at minimum wake losses, i.e., at
maximum efficiency for several
simultaneous wind farm layouts

The algorithm optimization was
employed for wind farm layout with

wake losses

The problem was formulated by
using levelized production cost
(LPC) as the objective function

Differential evolution was employed
and maximizing the power output
of the wind farm was regarded as

the optimization objective

The wake effect, cable
parameters, and wind speed

series were considered

Binary part was used to represent
the location of turbines, and the real

part was used to give the power
generated by turbines. By

implementing LS technique, optimal
solution near the approximated

solution was obtained by BRCGA

The locations of a large number of
wind turbines were optimized while

maximizing the power
production

Numerical optimization of site
selection for offshore wind

turbine installation

Probabilistic generation and
transmission expansion planning

model based on investment
parameters with incentive-based

demand response

Generation and transmission
expansion planning model based on

investment parameters

Generation and transmission
expansion planning model based on

investment parameters and wind
resource distribution

References

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]
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4) Using the optimization algorithm, the possibility of se‐
lecting the appropriate technology for the region is provided
by considering the effects of different technologies on the
production cost.

5) When sizing the power plant, the target wind farm is di‐
mensioned for the target region by considering different pow‐
er options that can be installed in the region.

6) When the energy system constraints are taken into con‐
sideration, the questions about how many power plants can
be connected to a busbar in economic and technical terms in
busbar regions, the total power that can be connected, and
the production values upon gaining connection can also be
solved with the algorithm.

The remainder paper is organized as follows. In Section
II, the theory of the methodological approach is introduced,
which is followed by numerical results in Section III and
conclusions in Section IV.

II. METHODOLOGY

As shown in Table I, several objective functions can be
solved using different methods in the optimization of wind
power plants. The studies only considered one or several cri‐
teria as the objective function among wind power plant in‐
stalled power, turbine technology, intra-turbine effects, site
impact, impact of network connection criteria and con‐
straints, power plant output power, and plant costs. Howev‐

er, all these criteria need to be considered in real power
plant optimization. For example, if the network is not suit‐
able for wind power connection in an area with high poten‐
tial wind power, it will restrict power plant installation. In
this study, a methodology is conducted to consider all of the
aforementioned criteria.

The objective of the optimization algorithm is to minimize
the production and investment costs of the maximum num‐
ber of wind farms that can be connected to a region within
the power system. The optimization algorithm consists of
two linear integer optimization blocks. The first one calcu‐
lates the maximum number of wind farms that can be con‐
nected to a power grid. In the second one, the optimal wind
power plant placement that can be connected from the first
optimization algorithm is obtained by considering the invest‐
ment cost, production cost, and reliability.

The minimization of production costs given in the objec‐
tive function equation is defined as a master problem by inte‐
ger programming. The sub-programs where production val‐
ues are controlled, and the feasibility and minimized invest‐
ment costs are defined as linear programming according to
the connection configurations determined by the main pro‐
gram. The Bender decomposition algorithm is used to solve
the objective function by dividing it into sub-optimization
blocks.

The methodology developed in this study is illustrated in
Fig. 1.

The optimization algorithm given in this study is imple‐
mented on an Intel(R) Core(TM) i7-8550U CPU @ 1.80 GHz
with 64.0 GB of RAM, and the programs are developed us‐
ing MATLAB R2014a. Detailed information related to the
optimization is provided in the sub-sections.

A. Regional Wind Analysis

To conduct a regional wind analysis, long- and short-term
wind speed, wind speed direction data, regional elevation,
roughness, and landform information are used. The wind da‐
ta of Catalca Radar Station from January 1, 2009 to Novem‐

ber 1, 2010 are used as reference wind data in the regional
wind analysis. This station is at an altitude of 369 m at the
coordinates of 41.341185° North latitude and 28.356778°
East longitude. For this study, geographic coordinate infor‐
mation is selected on the European side of the city of Istan‐
bul between 41.085° to 41.255° North latitude and 27.929°
to 28.784° East longitude. With regard to the scope of this
study, surface roughness maps in the data library of the
WindPRO/WAsP program are used to calculate natural obsta‐
cles without consideration of artificial obstacles [42]. Long-
term wind data in the WindPRO/WAsP program library are

 

Regional wind
analysis

(WindPRO)

Optimization Report and
visualization

RSF
files

Regional data

Geographical map of the region

Roughness map

Elevation map

Measured wind data

Long-term wind data

Reference
wind turbines

Nominal power

Rotor diameter

Tower height 

Turbine technology

Power system model

Results

Network and busbar constraints

Optimization stop constraints

Economic bariables

Fig. 1. Flow chart of methodology.

359



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 9, NO. 2, March 2021

used to convert the reference wind data into long-term wind
data. Within the study scope, digital terrain data based on
satellite data of WindPRO online shuttle radar topography
mission (SRTM) data set is used and the data are used with
10 m resolution. Moreover, the elevation map is prepared
with a working area 7 km longer in all directions to accurate‐
ly calculate the height data set.

Firstly, the average wind speeds are calculated to generate
regional wind speeds according to the reference wind
speeds. The mean wind speeds at different altitudes are cal‐
culated by subtracting the friction coefficients for each coor‐
dinate and the wind distributions in the region according to
the reference wind speeds. To calculate point capacity fac‐
tors, wind speed-power curves of wind turbines with differ‐
ent technologies are converted into mathematical equations
by using the curve fitting method with MATLAB. In addi‐
tion, wind power information, wind speeds, and belly height
friction coefficients based on the mathematical model are ob‐
tained from the wind turbine database defined in the Wind‐
PRO program [43]. In this study, the SIEMENS SWT-3.0-
101 and GE-2.85-100 are used as reference wind tur‐
bines [44].

B. Maximum Placement Optimization

The input elements of the optimization algorithm are com‐
ponents of the analyzed region (location information and re‐
gional geographic map, roughness map, elevation map, long-
term wind measurement data, and regional short-term wind
measurement data), information of reference wind turbines
(nominal power, rotor diameter, tower height, and turbine
technologies), power system information (installed plant in‐
formation, busbar, and transmission lines), network and bus
connection restrictions, economic installation and operation
data, and optimization constraint information.

A flow diagram of the developed algorithm is illustrated
in Fig. 2.

The combination of investment and production costs of
the maximum wind farms that can be connected to the sys‐
tem and the mathematical equation for this optimization is
provided in (1).

min Y =∑
i = 1

nf∑
j = 1

ns∑
k = 1

nt

CIWijk yijk +

∑
i = 1

nf∑
j = 1

ns∑
k = 1

nt

COWijk ×GWijk +∑
q= 1

ng

COIq Pq (1)

Minimizing the investment cost is stated in (2) as the
main problem. The main problem is to establish power
plants in the working area with a minimum installation cost.
The investment cost is assigned as Z.

min Z (2)

The optimization is based on the establishment of wind
power plants. Accordingly, the integer variables that each
wind farm can take are defined as 0-1 variables. As an addi‐
tional constraint, (3) is added, after which the main problem
is solved.

Z ³∑
i = 1

nf∑
j = 1

ns∑
k = 1

nt

CIWijk yijk (3)

The primary purpose of these sub-problems is to solve the
problem related to production costs. However, it is necessary
to check whether the system is operating within safe limits
before solving this problem. Therefore, the optimization
problem can be solved based on the fact that the candidate
wind power generation plants selected according to the annu‐
al investment cost in the master problem can meet the loads
on the system; in other words, the load shedding value is zero.

As a result of these two optimization processes, cost opti‐
mization is performed for the case where the limit values are
obtained. If the sub-optimization problems cannot be solved
under the existing constraints or if there are infinite solu‐
tions, the feasibility and optimality multiples will be calculat‐
ed and added as a constraint to the main problem. According
to the reorganized constraints, the main problem is solved
again.

As per the second sub-problem, the objective function is
to operate the appropriate solutions at optimal production
values from the first sub-problem. In this manner, the maxi‐
mum number of wind farms that can be installed in the pow‐
er system is determined. The maximum connection number
is reduced by one until the optimum connection number is
found when the mixed-integer optimization problem could
not be solved in the number of connections given at the be‐
ginning. The objective function for the maximum number of
wind farms that can be connected to the power system
(MG), is given in (4).

N

Add a new
feasibility cut

Add a new
optimality cut

Feasibility optimization

Cost optimization

Compare minimum
and maximum values

Is it converged?

Optimal solution

Is it the iteration
maximum number?

N

N

N

N

Y

Y

Y

Y

Start

Master problem (installation)
optimization

End

Is it the minimum
installation cost?

Is it the solution
feasible?

Y

Is it the solution
feasible?

Fig. 2. Flow diagram of economic placement algorithm.
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max MG =∑
i = 1

nf∑
j = 1

ns

GWijk × yijk (4)

This step is the production cost optimization. If the opti‐
mal value is found as a result of the feasibility optimization,
the sub-optimization, where the optimal production value
given in (5) is calculated, would be started. The objective of
production cost optimization is to minimize the total produc‐
tion cost value. The €/kWh unit obtained from the economic
analysis as the production cost value is used by converting
€/MWh for production costs. Although the production values
of conventional power plants is defined as a parabolic curve
under real conditions, it is linearized assuming a constant in
this study.

min ot iter

ijk =∑
i = 1

nf∑
j = 1

ns∑
k = 1

nt

COWijk ×GWijk +∑
q= 1

ng

COIq Pq (5)

The constraints used in the optimization are provided as
belows. Accordingly, the maximum number of power plants
that can be installed in the system is defined as the sum of
the elements whose initial value can be connected to all bus‐
bars. In case the optimization at the maximum connection
number does not produce appropriate results, the optimiza‐
tion process will be continued by reducing the maximum
number until the optimal value is found by using (6).

∑
i = 1

nf∑
j = 1

nt∑
k = 1

nh

GWijk × yijk £∑
l = 1

ns

BKl (6)

The number of wind turbines defined with different tech‐
nologies and at different heights shall not exceed the maxi‐
mum connection number defined for the busbar. To achieve
the optimization constraint, wind turbines with the lowest
unit production cost are defined for each busbar, as illustrat‐
ed in (7). In the event where the lowest production cost is
not available, the element is converted to the matrix form
given in (8).

f (BMijkl)= {1 BMijkl = min
i = 12nf

BMijkl

0 otherwise
(7)

BTijkl = f (BMijkl) (8)

The matrix BAk,l in (9) is obtained by rearranging BTi,j,k,l,
which depends on the busbars and turbine technologies.

BAkl =

é

ë

ê

ê

ê

ê
êêê
ê

ù

û

ú

ú

ú

ú
úúú
ú

BT11kl BT12kl  BT1nskl

BT21kl BT22kl  BT2nskl

  
BTnf1kl

BTnf2kl
 BTnfnskl

(9)

In (9), the matrices obtained for each technology are recal‐
culated according to the target height value of the wind pow‐
er plants to be established before being converted into (10).

BW l = é
ëBA1l BA2l  BAntl

ù
û (10)

The matrices in (10) are collected by (11) and a connec‐
tion matrix with ns rows and nw columns is obtained for each
busbar where the connection and the non-connection values
are 1 and 0, respectively.

BR= é
ë

ù
ûB W1 BW2  BW l

nsnw

(11)

The constraint for the connection matrix BR is given
in (12).

BR£ é
ë

ù
ûBK1 BK2  BKns

T

(12)

The wind farm site is evaluated using multiple technolo‐
gies, simultaneously. The optimization constraint on the con‐
struction of a power plant for the potential farm area is de‐
fined in (13).

é

ë
êê

ù

û
úú∑

j = 1

nt∑
k = 1

nh

GW1jk ∑
j = 1

nt∑
k = 1

nh

GW2jk  ∑
j = 1

nt∑
k = 1

nh

GWnfjk

T

£

[ ]1 1  1
T (13)

It is checked whether the wind farms are in operation. If
the value of the wind farms is enabled, the status is defined
as 1, otherwise 0. In (14), the integer changes of the wind
farms are defined. Accordingly, it is accepted that wind tur‐
bines do not draw power from the power grid.

{GWijk ³ 0

GWijk = int[01] (14)

The permissible load shedding limits for the reliability re‐
quirement considered for the constraint in each busbar are
given in (15). If the intention is always meeting all loads in
a busbar, the total value of (15) will be assumed to be equal
to zero.

∑
l = 1

ns

rl £ εs (15)

The constraint is Kirchhoff’s first law, which is shown in
(16), and accordingly, the equality of total production in a
busbar to total consumption is defined.

sf + p+ r = dy (16)

Kirchhoff’s second law, which is considered in the con‐
straint, is given in (17). Meanwhile, the load flow on the
power transmission line is defined as the ratio of the phase
openings of the busbars, to which the power transmission
line is connected.

fnm =
θn - θm

Xnm
(17)

In the constraint, it is defined that other plants already es‐
tablished in the system should operate between the minimum
and maximum production limit values given in (18).

P min
g £Pg £P max

g g = 12ng (18)

According to the constraint, the candidate wind farms in
the system should operate between the minimum and maxi‐
mum limit values given in (19).

0£GWijk £GW max × yijk (19)

According to the constraint, the transmission lines in the
system must operate between the minimum and maximum
limit values given in (20).

-PLmax
mn £ fmn £PLmax

mn (20)

The busbar angles in the system must operate between the
minimum and maximum limit values given in (21).
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θmin
l £ θ l £ θmax

l (21)

The maximum number of wind power plants that can be
connected is determined by changing the conventional power
plant production values as a result of the obtained optimiza‐
tion. Additionally, the maximum number of wind farms de‐
termined by the number of wind farm connections are de‐
fined as the new bus constraint, which is a subset of the ini‐
tial bus constraint vector.

New busbar constraints and maximum connectable wind
farms are sent as inputs to the Bender separation method.
The purpose of the first sub-optimization problem (ft) is to
ensure that all loads in the working zone operate within the
specified load shedding values in (22). As per the scope of
this study, it is intended that the needs of load energy can be
met and load shedding values ε l are accepted as zero.

min ft iter =∑
l = 1

ns

rl £ ε l (22)

The constraint functions of the first sub-optimization prob‐
lem consist of (15) - (21), which are used to define the DC
load flow constraints and the maximum and minimum limits
of the variables in the power system. In the first sub-optimi‐
zation, (21) is rearranged and transformed into (23) and (24).

GWijk £GW max × yijk σ̄
iter

ijk (23)

-GWijk £-GW min × yijk -σ
iter

ijk (24)

The first dual sub-optimization factors of wind farms, σ̄ iter

ijk

and -σ
iter

ijk, are defined as the amounts of production cost re‐

duction in the case of an increase of 1 MW power genera‐
tion. They are used in the feasibility layer calculation to be
added in non-feasible cases, as given in (25). The calculated
feasibility level is subsequently added as a constraint to the
main optimization problem given in (1).

ft iter +∑
i = 1

nf∑
j = 1

ns∑
k = 1

nt

( )σ̄ iter

ijkGW max × yijk - -σ
iter

ijk -GW min × yijk £ ε ijk

(25)

If there is no optimal result of the second sub-optimiza‐
tion problem, the calculated optimal coefficient in (28) will
be added as a constraint to the main optimization problem
given in (1). The equation constraint functions of the second
sub-optimization consist of (15)-(21). Equation (19) is rear‐
ranged in (26) and (27) to determine the lower and upper
limits of wind farms in the constraint equations. The nomi‐
nal capacity of the wind farms is multiplied by the capacity
factor, and the nominal power that the turbine can deliver is
determined from (26).

GWijk £GW max × yijk ×CFijk × μ̄
iter

ijk (26)

-GWijk £-GW min × yijk -μ
iter

ijk (27)

The multipliers μ̄ iter

ijk and -μ
iter

ijk
represent the dual factors of

the optimality of wind farms, and are defined as the
amounts of reduction in production costs versus a 1 MW in‐
crease in power generation. The constraints of the optimiza‐
tion problem are listed in the following items. The upper op‐
timization limit y is calculated using the formula given in

(1), whereas the new lower limit (Z) is defined in (28).

Z ³∑
i = 1

nf∑
j = 1

nt∑
k = 1

nh

CIWijk × yijk +∑
j = 1

ns é
ë
êo t iter

ijkl +

ù
û
ú( )μ iter

ijk ×GW max × yijk - -μ
iter

ijk
×GW min × yijk (28)

The difference between the lower and upper limits is ex‐
pressed as optimization termination criteria [45], which is de‐
fined in (29). The optimization is terminated if the desired
difference Δ is reached or the specified number of iterations
is exceeded.

Δ=
2(Y - Z)

Y + Z
(29)

C. Details of Test System
In power system analysis, it is very difficult to analyze

the national grid in its entirety. For this reason, selecting the
region directly affected by the work and performing the anal‐
yses related to the selected region will increase the intelligi‐
bility while reducing the calculation time. In this study, the
power system section, including the Ikitelli (B1), Buyukcek‐
mece (B2), Catalca (B3), Silivri (B4), Trakya Elektrik (B5),
Botas (B6), and Akcansa (B7) busbars in the first transmis‐
sion system connected to Turkish National Energy Transmis‐
sion System, is selected as the working area. The coordi‐
nates of the selected busbars on the geographical system (35
time zones) are listed in Table II.

The lengths of transmission lines between the busbars, the
electrical parameters of the transmission lines, the nominal
power of the transformers, and the maximum and minimum
generation values of the generators were used to model the
selected region [46]. The fact that the loads exhibit continu‐
ous variability during the study on the first bus was neglect‐
ed. In the summer of 2012, the maximum consumption oc‐
curred on July 27, 2012. The peak production and loads on
July 27 at 14:30 were considered constant [46]. In the opti‐
mization study, the nominal power of the system compo‐
nents was also taken into consideration.

The single-line diagram of the section within the first
transmission system, which is taken as a reference for the
modeling of wind energy systems in the Turkey National
Electricity Network, is illustrated in Fig. 3. It is notable that
busbar B1 is selected as the reference busbar by taking the
connection point with the national energy network. The se‐
lected busbar is assumed to have infinite power. The rated

TABLE II
BUS LOCATION COORDINATES

Bus‐
bar

B1

B2

B3

B4

B5

B6

B7

Busbar name

Ikitelli

Buyukcekmece

Catalca

Silivri

Trakya Elektrik

Botas

Akcansa

Easting coordinate (m)

650313

629085

621401

603448

582265

581960

630222

Northing coordinate (m)

4547902

4543118

4554979

4550293

4538903

4538559

4542388
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operation voltage is 154 kV. The information on the loads,
generators, transmission lines, and transformers, as shown in
Fig. 3, was described in [44]. These values were used for
the modeling of power systems in the optimization study.

In accordance with the scope of this project, the model be‐
longing to two different wind farm manufacturers, as shown
in Table III, and the operation status of these models at in‐
stallable tower heights were analyzed [43]. The region has
been evaluated for 440 potential wind farm areas, two differ‐
ent technologies, and three different heights of each technolo‐
gy. In total, the number of candidate wind farms was calcu‐
lated as 2460. In the supply reliability regulation of Turkey,
the connection number for each busbar in the 154 kV energy
transmission systems was defined as 10 [24]. As per this
scope, the number of available feeders for each bus is deter‐
mined by subtracting the total number of the used connec‐
tions from 10 before being assigned a limitation to the maxi‐

mum connection optimization, as shown in Table IV. In the
optimization, the connection constraint to the busbar is de‐
fined as 7. Busbar B1 is determined given that the oscilla‐
tion busbar and wind farms are not defined at busbar B1.

III. NUMERICAL RESULT

The lowest cost busbar is selected considering the the co‐
ordinate information of the connection point, the transmis‐
sion line distance to the busbar, the total investment, reduced
investment, and unit energy generation values. In the calcula‐
tions made with a resolution of 200 m × 200 m at a height
of 70.0 m, 440 wind areas are found, and each area is calcu‐
lated based on energy generation, reduced annual energy,
and unit energy costs, as depicted in Table V.

In Table V, the lowest unit energy cost of the potential
wind farm in the region (the midpoint coordinate of the se‐
lected wind farm region is (638800 m, 4550600 m)) is calcu‐
lated as 0.022293 €/kWh, whereas the candidate wind farm
in this coordinate is assigned to B1. With the regulation of
regional data, the working area is divided into 440 areas
where each 50 MW power plant could be installed. Figure 4
illustrates the distribution of wind power plants in the region
when wind turbines are placed in the region separated in ac‐
cordance with the busbars.

In the maximum connection optimization, the number of
initial wind farms that can be connected to all busbars is cal‐
culated to be 30. After the maximum connection optimiza‐
tion process, the number is 11 due to power system con‐
straints. The distribution of the 11 wind farms to the busbars
is shown in Table VI.

According to the obtained results, the total number of
wind farms that can be connected to each bus is arranged as
the initial constraint of Bender decomposition optimization.

TABLE III
TECHNICAL FEATURES OF TWO DIFFERENT WIND TURBINES

Manufacturer

SIEMENS

GE

Wind turbine type

PMSG

DFIG

Power
(MW)

3.00

2.75

Rotor
diameters (m)

(74.5, 89.5, 94.0)

(75.0, 85.0, 98.3)

Rated
speed (m/s)

16.0

14.8

Grid

B1B2

B3

B4

B5

B6

B7

Generator; Transformer; Load; Transmission line

Fig. 3. Single-line diagram of the 7-bus system connected to the first trans‐
mission line.

TABLE IV
NUMBER OF AVAILABLE FEEDERS FOR BUSBARS

Busbar

B1

B2

B3

B4

B5

B6

B7

Number of available connections

0 (Oscillation busbar)

2

7

6

4

4 (Not selected)

7

TABLE V
TECHNICAL FEATURES OF TWO DIFFERENT WIND TURBINES

Capacity factor

0.317

Busbar

B1

B2

B3

B4

B5

B6

B7

Distance to busbar (km)

11.82

12.26

57.73

35.35

11.87

58.10

17.94

Total installation cost (M€)

42.86

42.91

47.45

45.22

42.87

47.49

43.48

COW (M€)

3.072

3.075

3.344

3.211

3.073

3.346

3.108

BM (€/kWh)

0.022293

0.022312

0.024265

0.023304

0.022296

0.024280

0.022556
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Accordingly, the most economical connection model of the
11 wind farms is calculated in accordance with the configura‐
tion, as given in Table VII, using the Bender decomposition
optimization. The lower and upper cost values and Δ, which
are the stop limits, are given in Table VII.

As a result of the third iteration shown in Fig. 5, the al‐
gorithim reaches optimal solution. The sum of investment

and production costs decreases from 304.4 to 268.38 M€. The
lower limit is calculated as 32.36 M€ in the first iteration. It
is calculated as 268.38 M€ in the third iteration, which is
the last one with the new optimality constraints added. The
convergence time of the algorithm is 10.57 s.

Wind power plant located within the boundaries of B4 is
found to be the plant with the highest capacity value in the
area. It is also the wind farm with the lowest energy genera‐
tion cost among the selected turbines, as shown in Table
VIII. In terms of the power system, the maximum number of
connections is made to B4, followed by B2, B3, B5, and
B7. As shown in Table VIII, the SIEMENS-SWT-100 3 MW
wind turbine is selected as the most suitable turbine model
for this region. According to the cost and turbine power gen‐
eration values, the wind potential analysis of the region is
calculated at the optimum height of 94.0 m, and the PMSG
wind turbine is the most suitable. As a result of this optimi‐
zation process, the distribution of the power plant positions
in the working area on the map is shown in Fig. 6. In this re‐
gard, the most suitable regional wind power distribution ac‐
cording to the busbars of 200 m×200 m resolution and 94.0 m
height is illustrated. Here, each color determines the working
area of the busbar, while brown defines the optimal connec‐
tion points on the area as an optimization result. The busbar
connection map shown in Fig. 5 is obtained by placing the
geographical location of the power plants on a geographical
map. Compared with the existing studies given in Table I,
this study differs in terms of the aforementioned criteria,
which affect the installation and integration of wind power
plants.

TABLE VI
BUS CONNECTION CONFIGURATION BASED ON REGULATIONS FOR 7

BUSBARS

Busbar

B1

B2

B3

B4

B5

B6

B7

Number of available connections

0 (Oscillation busbar)

2

7

6

4

4 (Not selected)

7

Number of optimized
connections

0

2

1

6

1

0

7

Easting coordinate (m)

N
or

th
in

g 
co

or
di

nt
at

e 
(m

)

574800 600800 626800 652800
4548600

4567600

4563800

4560000

4556200

4552400

B1; B2; B3; B4; B5; B7

Fig. 4. Distribution of wind farms with a resolution of 200 m × 200 m ac‐
cording to busbars in the test zone.

TABLE VII
LOWER AND UPPER COST VALUES AND Δ

Busbar

B1

B2

B3

Δ

8.07811´ 10-1

1.41220´ 10-2

-1.11000´ 10-16

Y (M€)

304

268

268

Z (M€)

32

261

268

1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

Iteration number

Co
nv

er
ge

nc
e

Fig. 5. Convergence of algorithm optimization.

TABLE VIII
RESULTS OF PLACEMENT OPTIMIZATION

Easting coordinate (m)

630800

632800

638800

588800

590800

596800

598800

606800

608800

574800

636800

Northing coordinate (m)

4550600

4550600

4566600

4556600

4558600

4548600

4548600

4548600

4548600

4556600

4548600

Capacity factor

0.332

0.336

0.370

0.335

0.339

0.325

0.327

0.323

0.331

0.346

0.345

Distance to busbar (km)

7.68

8.35

20.92

15.95

15.13

6.86

4.95

3.76

5.61

19.21

9.05

Total installation cost (M€)

44.19

44.26

45.52

45.02

44.94

44.11

43.92

43.80

43.98

45.34

44.33

BM (€/kWh)

0.02203

0.02178

0.02055

0.02217

0.02191

0.02236

0.02216

0.02237

0.02199

0.02171

0.02134
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IV. CONCLUSION

By analyzing the potential wind power of a region with‐
out consideration of the technical and economic aspects of
power system components, it can lead to significant errors in
the target planning. As an evaluation result of regional wind
data alongside power system components in this study, the
endeavor is to obtain more realistic results in determining
the connectable regional potential wind power as well as to
increase long-term planning accuracy. Through utilizing this
developed optimization, the maximum number of wind
farms that can be connected to a region as well as the capac‐
ity factor of these wind farms and unit energy production
costs are obtained.

Thus, in the regional energy planning process, priority
comparisons can be calculated as to which power plant can
be installed or which regions can receive priority analysis.

Although 50 MW power plants are used as a base, the al‐
gorithm, optimization, and functions can be used within dif‐
ferent power values.

The effects of different sized wind power plants can be ex‐
amined. In this manner, the impediments to the use of wind
power resources at higher power values can be partially over‐
come. In this study, the wind turbines with different technol‐
ogies are considered and compared.

According to both cost and turbine power generation val‐
ues, the regional potential wind power is analyzed for tower
heights of 74.5, 89.5, and 94.0 m, respectively. It is ob‐
served that the most suitable height is 94.0 m, and the most
suitable technology is the PMSG. When the region is divid‐
ed into areas with 50 MW power plants, there are 440 poten‐
tial areas. When the recycling and system connectivity of
these candidate plants are technically and economically opti‐
mized, it is calculated that 50 MW wind farms in 11 regions
can be built and the total annual cost of the wind farm is
268.38 M€. This study specifically focuses on the placement
of mesoscale wind farms by economical optimization con‐
strained by power systems, wind resources, and techno-eco‐
nomics. However, the proposed methodology can also be
used to optimize large-scale or microscale wind farms. Al‐
though wind is used as the energy source in the optimization
process prepared in this study, it has an easily adaptable struc‐
ture for planning other energy sources, especially solar energy.
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