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Abstract——The sequential method is easy to integrate with ex‐
isting large-scale alternating current (AC) power flow solvers
and is therefore a common approach for solving the power flow
of AC/direct current (DC) hybrid systems. In this paper, a high-
performance graph computing based distributed parallel imple‐
mentation of the sequential method with an improved initial es‐
timate approach for hybrid AC/DC systems is developed. The
proposed approach is capable of speeding up the entire compu‐
tation process without compromising the accuracy of result.
First, the AC/DC network is intuitively represented by a graph
and stored in a graph database (GDB) to expedite data process‐
ing. Considering the interconnection of AC grids via high-volt‐
age direct current (HVDC) links, the network is subsequently
partitioned into independent areas which are naturally fit for
distributed power flow analysis. For each area, the fast-decou‐
pled power flow (FDPF) is employed with node-based parallel
computing (NPC) and hierarchical parallel computing (HPC) to
quickly identify system states. Furthermore, to reduce the alter‐
nate iterations in the sequential method, a new decoupled ap‐
proach is utilized to achieve a good initial estimate for the New‐
ton-Raphson method. With the improved initial estimate, the se‐
quential method can converge in fewer iterations. Consequently,
the proposed approach allows for significant reduction in com‐
puting time and is able to meet the requirement of the real-time
analysis platform for power system. The performance is veri‐
fied on standard IEEE 300-bus system, extended large-scale sys‐
tems, and a practical 11119-bus system in China.

Index Terms——AC/DC system, distributed parallel computing,
graph computing, initial estimate, power flow analysis.

I. INTRODUCTION

THE rapidly-increasing capacity of modern power sys‐
tems for power transmission has resulted in a pressing

need to build large-scale alternating current (AC)/direct cur‐

rent (DC) hybrid systems with high-voltage DC (HVDC)
transmission lines. The needs for high voltage level (over ±
500 kV) and large DC power (over 3000 MW) in ultra-high
voltage power systems [1] have led to the planning and im‐
plementation of more large-scale projects [2], [3]. The com‐
plexity and size of interconnected systems are also increas‐
ing. In addition to the physical challenges of such large sys‐
tems, the DC links also complicate the power flow analysis,
which is one of the most fundamental functions in an energy
management system (EMS). The EMS must also be able to
effectively deal with a large-scale hybrid system, providing
accurate results faster than ever, to enhance the capability of
system monitoring and the security of system operation [4],
[5]. There are two widely-used approaches for AC/DC pow‐
er flow analysis, namely, the unified method and the sequen‐
tial method [6], [7].

1) In the unified method, the variables and equations of
AC and DC grids are calculated simultaneously.

2) In the sequential method, the AC and DC equations are
solved separately in a sequential process via inner and outer
loops.

The most obvious advantage of the sequential method is
the flexibility of implementing DC power flow analysis in
the existing mature AC analysis, while, in the unified meth‐
od, the solver must be re-programmed to accommodate the
DC network. Thus, the sequential method is more flexible
and suitable for solving large-scale hybrid systems. Howev‐
er, this method can be time-consuming because it calculates
AC and DC networks repeatedly until achieving a global
convergence, making it difficult to use in a real-time EMS,
especially when the system is extremely large.

To reduce the computing time of the sequential method,
there are two methods to be considered in the existing litera‐
ture. The first method focuses on reducing the total amount
of iterations. In [8], the reactive power injections are mod‐
eled in terms of the AC voltage and participate in the AC
power flow analysis. Hence, the improved method converges
to a solution in fewer iterations. In [9], power losses are
modeled and updated along with the calculation of power ex‐
change between AC and DC grids. Thus, the accuracy of
each loop is improved, and fewer iterations are needed. In
[10], some extreme high-load cases leverage virtual buses
and optimal multipliers to guarantee the convergence in lim‐
ited calculation times. Since the initial estimate of the New‐
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ton-Raphson method is difficult to obtain due to the cou‐
pling of hybrid systems, the calculations have to be per‐
formed alternately in many times in the sequential method
until global convergence.

The second method aims at improving the computing
speed of power flow analysis. Some parallel approaches for
solving a large sparse matrix, improving the Newton-Raph‐
son method, and expediting data processing are proposed in
[11] - [13]. Results indicate that parallel computing can help
speed up the power flow analysis. Nevertheless, peripheral
but time-consuming functions such as building matrices/vec‐
tors, checking convergence, and updating internal data are
not addressed. Thus, there is a need to develop an efficient
and holistic parallel or distributed method which can be used
in all steps of AC/DC hybrid power flow analysis.

In the process of solving large-scale data-driven problems,
graph computing has shown its parallel efficiency due to the
protogenetic parallel database in modeling problems, and the
underlying parallel algorithms based on vertex/edge [14] -
[16]. Significant computing improvements with the applica‐
tion of graph-based methods have been demonstrated in the
research fields of high-efficiency computing, social network
analysis, security enhancement, etc. [17] - [19]. In recent
years, graph computing has also been extended to solve pow‐
er system problems such as distribution network reconfigura‐
tion, parallel power flow calculation, and real-time EMS de‐
velopment [20]-[22]. With the development of a graph data‐
base (GDB) and graph models for parallel computing, more
complex problems can be entirely solved using graph-based
methods and achieve better overall computing performance
[23] - [25]. Therefore, graph computing can be utilized to
form the foundation for high-efficiency computing.

A graph computing based distributed parallel implementa‐
tion of the sequential method with an improved initial esti‐
mate approach to speed up the analysis of large-scale AC/
DC systems without compromising accuracy is presented in
this paper. First, the AC/DC system is modeled in a GDB.
Then, it is divided into smaller AC grids by using graph par‐
titions to disconnect DC links. Slack buses are provided for
all power grids and used to synchronize the results. In addi‐
tion, power flow via the corresponding DC lines are equiva‐
lently allocated as extra power injections. Hence, the AC
power flow of the inner calculating loops in the sequential
method can be performed parallelly. Meanwhile, by decou‐
pling the AC/DC connections in an improved way, a good
initial estimate can be achieved to reduce the total number
of iterations in the sequential method. In addition, fast-decou‐
pled power flow (FDPF) and data processing with node-
based parallel computing (NPC) and hierarchical parallel
computing (HPC) are employed to speed up both inner and
outer calculating loops to speed up the entire calculating pro‐
cess.

The rest of this paper is organized as follows. Section II
describes graph computing and its applications in solving
power system problems. Section III presents the power flow
models of hybrid AC/DC system and the general computing
processes of the sequential method. Section IV proposes the
improved initial estimate approach and explains how the pro‐
posed method is applied in the sequential method with im‐

provements. Section V presents the test results and discusses
the value of the proposed method, and Section VI concludes
this paper.

II. GRAPH APPLICATIONS IN POWER SYSTEM ANALYSIS

A. Power System Modeling in a GDB

Graph theory is an advanced area of mathematical study
which models complex networks and performs complicated
calculations between the objects using “graphs”. Relevant
graph-based techniques have been documented to significant‐
ly improve the general computing performance [26]. Based
on graph theory, a system network can be modeled as a
graph, G(VE). It consists of vertices representing all the ob‐
jects in G collected in V ={V1V2Vn}, and edges denot‐
ing all the connections and relations between objects collect‐
ed in E ={e ij}. Taking advantage of the pairwise relations of
buses, branches and other attached devices, the graph model
of a power system is intuitively built, and the graph model
represents the system as shown in Fig. 1.

The components constituting a conventional power grid
can be classified as either vertex-attached or edge-attached.
For example, generators, loads, static var compensators
(SVCs) and converters together with their parameters are ver‐
tex-attached. The topology and attributes of transmission
lines, transformers, filters and breakers are edge-attached.
Thus, the graph model includes the information of both to‐
pology connections and related attributes. To illustrate the
GDB in power system storage, the IEEE 5-bus system is
used as an example.

As shown in Fig. 2, the attribute of connecting buses is
used to establish the relationships between branches, genera‐
tors, loads, and transformers in their corresponding tables.
Meanwhile, intricate bridge tables are needed to provide data
join functions with redundant storage elements in a relation‐
al database (RDB). Moreover, with the increase of data size
and types, internal search gets complicated, significantly in‐
creasing the time consumption. Conversely, in the bottom
plot of Fig. 2, the connectivity of different components is de‐
fined directly in an abstract graph. All of the unstructured at‐
tributes are classified and stored on vertices and edges. The
bus-based parameters such as component type, generator ca‐
pacity, reactive power limits, and load active/reactive power
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Fig. 1. Comparison of one-line and graph models for IEEE 14-bus system.
(a) Single-line model. (b) Graph model.

254



FENG et al.: GRAPH COMPUTING BASED DISTRIBUTED PARALLEL POWER FLOW FOR AC/DC SYSTEMS WITH IMPROVED INITIAL ESTIMATE

can all be stored on the vertices. Similarly, the branch-based
parameters such as line impedance, transformer ratio, and
branch flow limits can all be stored on the edges. Since a
GDB can reflect both connective relationships and attributes,
operations on a GDB can be easier and faster. In [27], the
query return tests on the system with over 10000 buses indi‐
cate that the GDB model can be 8 times faster than the con‐
ventional RDB model.

After modeling and storing a power system in a GDB,
graph computing algorithms can be implemented and natural‐
ly executed on the underlying level with high parallel effi‐
ciency. The following subsections will introduce three graph-
based algorithms and demonstrate their applications in solv‐
ing power flow analysis.

B. Node-based Parallel Computing (NPC)

In graph theory, computing can be executed on vertices
via graph traversal, which is a seamless integration of the
GDB. Since each vertex is capable of conducting local com‐
puting independently with information from itself and its
neighbors, it is feasible and efficient to divide one problem
into smaller sub-problems, and then conduct parallel calcula‐

tions on each vertex. One of the examples is matrix formula‐
tion with NPC.

As shown in Fig. 3 [21], the upper part illustrates the map‐
ping relation of the expression of Ax = b between graph com‐
puting and matrix formulation. “*” stands for the number of
the specific but random bus in the system. In a graph model,
the connections (edges) between vertices are symbolled as
non-zero off-diagonal elements in matrix A. Similarly, the ze‐
ro off-diagonal elements demonstrate that there exist no di‐
rect connections between vertices in the graph. Regarding
the NPC method, giving an example of the admittance ma‐
trix, the off-diagonal elements are locally constructed accord‐
ing to the impedance of the corresponding edges. Mean‐
while, each diagonal element is independently and locally
calculated with the processing of impedance attributes at the
corresponding vertex and its connected edges. Therefore, the
whole admittance matrix is developed with only one-step
graph computing and the values of all elements are calculat‐
ed in parallel, which fits the GDB structure. The lower part
gives the elaboration of the implementation of NPC. The
workflow of the graph computing is constructed based on a
bridging model of bulk synchronous parallel (BSP) [28]. The
graph is initially stored in segments, each containing a set of
vertices, together with the corresponding outgoing edges.
The master thread subsequently assigns segments to the
worker thread with respect to the CPU’s resources. For each
worker, local computing is conducted in parallel. After per‐
forming the communication and synchronization, the results
are transferred back to the master for final integration.

C. Hierarchical Parallel Computing (HPC)

Compared with NPC, which executes parallel calculations
at each vertex, the HPC method assigns vertices to different
levels based on the ordering of their connections. It performs
parallel computing for vertices at the same level and solves
the problem level by level in a hybrid sequential-parallel
manner. One of the main applications is the LU factorization
[25]. As shown in Fig. 4, three steps are involved to imple‐
ment Cholesky factorization with HPC: ① determining fill-
ins; ② forming an elimination tree; ③ partitioning the elimi‐
nation tree via HPC. Different colors in Fig. 4 denote differ‐
ent levels of buses. In Fig. 4(a), G(A t) is the graph of matrix
A t, representing the matrix A at time t. Structural analysis in
Fig. 4(b) exploits the vertex and edge distribution of G(A t),
which is a non-zero pattern of A t, to find a reordering of the
vertices in the corresponding graph, such that the number of
fill-ins can be reduced during matrix factorization. Mean‐
while, in Fig. 4(c), a spanning tree T(A t), also known as an
elimination tree, is created for LU factorization, and parti‐
tioned for parallelism. The vertices with the same color are
grouped in the same level and can be computed simultane‐
ously due to their independence to each other. In the graph
model, the information of Lt and Ut is stored as an LU graph
in T(A t) for problem solving.

Considering iterations in the sequential method for AC/
DC hybrid systems, the LU factorization would be per‐
formed several times before the convergence. Thus, an effi‐
cient HPC algorithm is extremely helpful.
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D. Distributed Computing with Graph Partition

The previous subsections have presented the concept and
advantages of graph computing, but graph computing solves
the system as an entity and performs the calculation and
analysis together. Thus, all the vertices have to do the same
computation locally in the beginning, then communicate and
wait for synchronization in the end.

To expedite the calculation, the connecting topology of
the hybrid system is taken into consideration to partition the
original power network for distributed computing. Since
most HVDC links are built to connect several disconnected
AC grids crossing long distances, it is highly feasible to par‐
tition the network by disconnecting DC connections.

As shown in Fig. 5, there are two steps to perform the
graph partition for the AC/DC system. To begin with, the
DC line is disconnected from the original network, and the

coupled vertices {V4, V6} are recorded as the initial search‐
ing points. Subsequently, simultaneous path searches start to
check if the corresponding coupled points are still connect‐
ed. For example, there are no paths between vertices V4 and
V6 in Fig. 5(a), which means that the two AC grids are only
connected via DC lines. In contrast, Fig. 5(b) denotes that
the network cannot be split.
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E. Summary and Notes

Again, commercially-available graph computing packages
built on top of GDBs have implemented parallel computing
based on NPC and HPC to optimally utilize underlying
multi-cores, which are commonly-available computing archi‐
tecture today. Thus, end users can transparently apply these
techniques in power flow analysis. By contrast, traditional
parallel methods cannot automatically take advantage of
multi-core computing architecture. Further, after system parti‐
tioning, the overall network is decomposed into several inde‐
pendent smaller AC grids, such that each grid can be solved
in a multi-core architecture. This makes the sequential meth‐
od for hybrid AC/DC power flow a natural fit for distributed
computing.

These are the key reasons that the proposed approach will
best utilize multi-core architecture and achieve significant
performance acceleration with graph computing.

III. MODELING OF HYBRID AC/DC SYSTEMS FOR

SEQUENTIAL METHOD

A. Modeling of Hybrid AC/DC Systems

The typical topology of DC links has been studied in de‐
tail. In general, the hybrid system can be modeled in three
parts: AC grids, DC grids, and stations. AC grids are con‐
nected to stations via points of common coupling (PCC) and
DC grids are connected via converters.

Figure 6 depicts a general equivalent power exchange
model for an AC/DC system. In the simplified model, Xsi

and Rsi are the equivalent reactance and resistance, respec‐
tively; Usi and θsi are the voltage and angle at PCC, respec‐
tively; Uci and θci are the voltage and angle at the converter
input point, respectively; Isi is the converter current; Psi /Qsi

and Pci /Qci are the power injections at PCC and the convert‐
er input point, respectively; and Udci and Idci are the voltage
and current of the DC side, respectively.

In steady-state analysis, the equations of power balance
can be utilized to describe the model [29]. First, in view of
the AC side, power flow equations are given by:

ì

í

î

ïï
ïï

DPi =P 0
i -Ui∑

jÎ ii

Uj (Gij cos θ ij +Bij sin θ ij)-Psi

DQi =Q0
i -Ui∑

jÎ ii

Uj (Gij sin θ ij -Bij cos θ ij)-Qsi

(1)

where P 0
i and Q0

i are the initialized or given active and reac‐
tive power on the buses, respectively; θ ij is the angle differ‐
ence between buses i and j; Gij and Bij are the real and imag‐
inary parts of the admittance matrix, respectively. In addi‐
tion, the power injections at PCC can be calculated by:

ì

í

î

ï
ï
ï
ï

Psi =
RsiUsi (Usi -Uci cos δ i)+XsiUsiUci sin δ i

R2
si +X 2

si

Qsi =
XsiUsi (Usi -Uci cos δ i)-RsiUsiUci sin δ i

R2
si +X 2

si

(2)

where δ i = θsi - θci. Furthermore, the generalized power loss
of the station can be modeled as:

Plossi = ai + bi Isi + ci I
2
si (3)

where ai, bi, and ci are the coefficients that can be achieved
by field testing. For the DC side, since only active power
can be transferred through DC lines, the power balance is
given by:

Pci =Pdci =Udci Idci (4)

Beyond the equations of power balance, the relationship
of converter voltage and DC voltage for the line commutat‐
ed converter (LCC) can also be given by:

Udci =Nr ( )3 2
π

Uci cos α i -
3
π

Xsi Idci (5)

where Nr is the number of bridges; and α i is the firing angle.
Although the reactive power Qsi cannot be controlled direct‐
ly by the LCC, the value can be calculated by:

ì

í

î

ïï
ïï

Qsi =Psi tan ϕ i

ϕ i = cos α i -
Xsi Idci

2 Usi

(6)

where ϕ i is the power factor. The stations can be equalized
to PQ or PV buses depending on different control strategies.

B. Computing Processes of Sequential Method

As stated in the previous subsection, a typical hybrid sys‐
tem can be decoupled in three parts and then analyzed sepa‐
rately. Power flow analysis is performed in each part, and
then the results at PCC and station side are compared and
updated for the next calculation. By conducting this process
in sequence, global convergence can be achieved when the
results calculated from AC sides and DC sides equal out.
The sequential method must complete power flow analysis
in two loops as shown in Fig. 7.
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Fig. 7. Inner and outer loops of sequential method.

AC grid
Xsi Rsi

Isi

IdciPsi /Qsi

Usi �θsi 

Pci /Qci

Uci �θci 
Udci DC grid

Fig. 6. Power exchange model of simplified AC/DC system.
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Since it is difficult to measure accurate injection power at
PCC as AC and DC grid input, the inner and outer loops are
performed repeatedly to upgrade the values until global con‐
vergence is achieved. The power flows for the AC and DC
grids are performed in the inner loops. Subsequently, the
global convergence and value update are executed in the out‐
er loops. An integral computing cycle includes an inner loop
and an outer loop. In general, the sequential method is flexi‐
ble and effective for use with large-scale hybrid systems
with complex DC connections. By decoupling the system,
modifications, and changes on the DC side such as converter
blocks, transformer adjustments, and the switch of operating
strategies, will not affect AC power flow, which is the main
part of the calculation. Due to the multiple iterations in the
two calculating loops, however, this does increase computing
time. Therefore, new methods and tools to reduce the total
number of iterations and expedite the overall calculation are
necessary.

IV. IMPROVEMENT AND IMPLEMENTATION OF PROPOSED

COMPUTING APPROACHES

A. Improved Initial Estimate Approach

In the conventional sequential method, the uncertainties of
power injections and power losses can greatly increase the
total number of iterations before achieving global conver‐
gence. As discussed in Section III, power injections and loss‐
es at stations cannot be determined ahead of the calculation
and should be calculated twice from both the AC and DC
sides. After that, the results are compared and updated in the
outer loops. Therefore, the calculation of the station values
is independent of the inner loops of power flow analysis.
Furthermore, since the convergence performance of the New‐
ton-Raphson method highly depends on the initial estimate,
if an initial estimate that is sufficiently close to the roots is
given, the number of iterations can be greatly reduced.
Therefore, the computing time can be significantly reduced
if a good initial estimate can be provided instead of using a
flat start.

Note that in Fig. 6, the differences of power injections at
PCC and station input are primarily caused by the equivalent
Rsi and Xsi. Since their values are very small compared with
normal line resistance and reactance [30], the differences be‐
tween Psi and Pci can be initially ignored. Thus, the station
can be modeled as an extra equalized AC bus connected to
the AC grid as shown in Fig. 8.

Assuming that the original AC grid consists of n buses in‐
cluding PCC, by putting the station into the AC grid, the
new modified AC grid is added with one branch and one
bus afterwards. Thus, the new grid consists of (n + 1) buses.

Furthermore, since Psi is approximately equal to Pci, the new
(n+ 1)th bus can be set as a load which only absorbs active
power. Consequently, the active power and power losses be‐
come parts of the AC grid and can be calculated together
with AC power flow. In addition, since the topology of AC
grids does not change, the results can be solved quickly via
the FDPF method.

After the initial estimate is achieved, the main sequential
method can be further expedited by implementing graph
computing based techniques.

B. Implementation of Graph Computing Based Techniques
in Sequential Method

The conventional sequential method can be time-consum‐
ing due to multiple cycles of power flow calculation, equa‐
tion formulation, PCC values updates, etc. To speed up the
overall calculation without altering the main algorithms or
compromising accuracy, graph computing based methods in‐
cluding graph partitioning, NPC, and HPC are employed, as
shown in the flowchart in Fig. 9, where An is the nth parti‐
tioned area; α and γ are the firing and extinction angles, re‐
spectively; and ϕR and ϕI are the power factors in rectifier
and inverter stations, respectively.

To further illustrate how the graph partition is employed,
a general model is given in Fig. 10. First, graph partition is
performed after the power system network is modeled and
stored in the GDB. If we consider the topologies of the exist‐
ing projects, a large-scale hybrid system can be partitioned
into two types of sub-areas depending on the connection pat‐
tern, as described below.

Usi  or Qsi

Original
AC grid

nth bus
Xsi Rsi

(n+1)th bus

Modified
AC grid

Pci 

Fig. 8. Modified AC grid with new decoupled method.
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Fig. 9. Flow chart of graph computing based distributed parallel AC/DC
power flow with improved initial estimate approach.
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1) Type 1: isolated areas with pure AC components. After
disconnecting DC lines, the sub-area is only composed of
AC components, and isolated from other areas such as Area
2 and Area 3.

2) Type 2: connected AC areas with tie-line. The discon‐
nection of DC lines does not divide the connected areas. In
practical projects, long-distance high-voltage alternating cur‐
rent (HVAC) and HVDC lines may coexist to enhance pow‐
er transmission capacity. Thus, Type 2 can be joined, gener‐
ating a new larger area such as in Area 1 in Fig. 10.

In the example of DC 3 branch, A1 and A2 are intercon‐
necting and also connecting buses 4 and 5. During the pro‐
cess of partitioning, DC 3 branch is disconnected, and the
power on DC converters are replaced by extra power injec‐
tions at buses 4 and 5, i.e., [Ps4Qs4Ps5Qs5]. The rest of the
DC links are equivalently replaced as extra load injections.
After the system is partitioned and equivalent power is in‐
jected, new area slack buses are selected for the isolated ar‐
eas (buses 1, 2 and 3 in Fig. 10). In this way, all of the ar‐
eas can be calculated simultaneously with a much lower
computing burden compared with the size of the original
problem. Then, FDPF can be employed as:

{B'Dθ =DP/ ||U
B″DU =DQ/ ||U

(7)

where B' and B″ are the sub-matrices of the approximated Ja‐
cobian matrix; DU and Dθ are the incremental vectors of bus
voltage magnitude and phase angle, respectively; and DP/|U|
and DQ/|U| are the mismatching vectors of active and reac‐
tive power divided by corresponding bus voltage magnitude,
respectively. The following text will further explain how
NPC and HPC are implemented to improve the calculation.

1) NPC: formulating power flow equation (matrices and
vectors), checking convergence and updating values. Consid‐
ering that B' and B″ are approximated Jacobian matrices, the
diagonal elements represent the buses in the network and
non-zero off-diagonal elements depict the existing connec‐
tions between buses. In addition, each row vector is related
to a corresponding bus in the system. In each row vector,
non-zero off-diagonal elements are linked edges from the
corresponding node and the diagonal element represents the
node itself. Consequently, all the elements of the matrices

can be generated locally and independently, indicating the
feasible application of NPC. The right-hand side vectors in
(1) are updated similarly. Thus, all power flow equations can
be formulated using NPC. With the exception of equation
formulation, convergence checks and status updates can also
be conducted locally.

2) HPC: solving power flow. The sequential method re‐
quires multiple processes of FDPF; thus, an efficient solver
is able to quickly find the solution. As shown in Fig. 9, in
each cycle, HPC-based FDPF is performed on distributed ar‐
eas at the same time. Vertices at the same level are analyzed
and calculated in parallel. Details have been discussed in
Section II-C.

V. PERFORMANCE TESTING

A. Computing Environment and Main Test Cases

The experiments are performed on a Linux server, with in‐
stallation of a programmable GDB platform, TigerGraph.
The server has a Xeon E7-8867 (V3 2.50 GHz) CPU and 64
GB memory with 16 cores which will be the platform for
implementing the distributed AC/DC power flow algorithm.
The operation system is CentOS 6.8 and the GDB version is
2.2. To guarantee precision, the iterative tolerance of both in‐
ner and outer loops is set as 10-5.

To verify the accuracy and demonstrate the computing per‐
formance of the proposed method, the standard IEEE 300-
bus system, two extended South Carolina 500-bus systems
[31], and a practical AC/DC system in China are tested. The
two extended South Carolina systems have 6000 and 12000
buses, respectively, and the China system has 11119 buses.
To illustrate the structure of the extended South Carolina sys‐
tems, we exemplify the 6000-bus case in detail. The 6000-
bus case is composed of 12 of the same South Carolina sys‐
tems, formatting a loop network with 12 identical DC line
connections with each area only connected to two neighbor‐
ing grids. The structures of these three large-scale testing
systems are listed in Table I. The DC parameters are given
in Table II.

TABLE I
CONSTRUCTIONS OF LARGE-SCALE TEST SYSTEMS

Case

6000-bus

12000-bus

11119-bus

Topology

12 South Carolina grids/12 DC lines

24 South Carolina grids/24 DC lines

Hybrid grid in China/9 DC lines

TABLE II
PARAMETERS OF DC LINE IN IEEE 300-BUS SYSTEM

Type

No. of bridges

DC power (MW)

DC voltage (kV)

Resistance (Ω)

Reactance (Ω)

T-ratio

Firing angles (°)

Value

4

100

460

6.8

6.2

0.7478

[15, 20]/[18, 20]

≈=

≈=

≈
=

≈
=

1

2 3

4

5

Area 1 DC 1

≈= ≈
=

DC 1

Area slack bus 1

Tie-line

Type 2

Type 1

DC 3

≈=

≈
=

DC 2

Area slack bus 2 Area slack bus 3
Area 2 Area 3

Fig. 10. Partition for generating distributed areas.
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Compared with the extended ideal systems, which can be
fully partitioned, the 11119-bus case is complicated by two
factors. First, due to the coexistence of HVAC and HVDC in
long-distance transmission, some areas are still connected

even after disconnecting DC lines. Second, the operation pa‐
rameters of the DC lines are diverse from each other, as
shown in Table III.

To further illuminate the difference of structures, the ad‐
mittance matrices of the 6000-bus case and the 11119-bus
case are shown in Fig. 11. It should be noted that the 6000-
bus case can be fully partitioned by disconnecting the DC
links between adjacent AC areas as shown in Fig. 11(a). Ad‐
ditionally, the sizes of each partitioned AC area are equal
and the parallel computing time for each area would be very
close. However, the 11119-bus case has only five areas that
can be fully partitioned as shown in Fig. 11(b), despite the
existence of 9 DC lines. In addition, the largest partitioned
area contains 3800 buses while the smallest one has only
480 buses. The influence of these differences on power flow
analysis will be further discussed in the following subsec‐
tions.

B. Accuracy Verification

The commercial software PSS/E (v 33.0) is used for accu‐
racy comparison. Since the equivalent power injections from
DC lines to AC grids are much larger than other normal
loads, the results at the coupling AC/DC buses are most like‐
ly to have the biggest differences. The test results also indi‐
cate that the biggest differences between PSS/E and the pro‐
posed method occurs at the DC linked buses. Thus, we pro‐
vide the power flow results of these buses, together with DC
operation values, as shown in Tables IV and V.

The biggest differences of voltage magnitude, phase an‐
gle, and triggering angle are 0.00001 p. u., 0.0006° , and
0.004°, respectively, which are negligible in practical applica‐
tions. The comparisons for the large-scale systems with mul‐
tiple DC lines are listed in Table V. It can be observed that
for the systems with multiple DC lines and complex topolo‐
gies, the proposed method still has satisfactory accuracy.

C. Computing Performance of Main Test Cases

To demonstrate the speedup in computing performance,
four algorithms are compared, including the graph comput‐
ing-based method (GC), the conventional sequential method
(CONV), the default unified method and the modified se‐
quential method in PSS/E (UPSS and SPSS). All the tests
are performed on the same environment.

Table VI compares the computing speed of the four meth‐
ods for large-scale systems. It should be declared that both
the 6000-bus case and the 12000-bus case require two outer
calculation loops for the sequential method, and that the
11119-bus case needs three outer loops. It can be seen that

TABLE III
PARAMETERS OF DC LINES IN PRACTICAL 11119-BUS SYSTEM

No. of DC line

1

2

3

4

5

6

7

8

9

Rectifier bus

88

2957

3003

3520

3528

7453

7455

7456

8417

Inverter bus

1003

4901

3717

4903

4900

3746

9491

7772

4902

Bridge

2

2

2

2

2

2

2

2

4

DC power (MW)

750

1500

1500

600

1500

360

750

1500

2000

DC voltage (kV)

250

500

500

500

500

225

250

500

800

X/R (Ω)

3.995/2.1

7.936/4.0

7.936/4.0

17.902/9.4

7.936/4.0

9.261/3.6

3.995/2.1

7.575/3.5

5.419/2.3

Transformer ratio

0.9375

0.9750

0.9400

0.9500

0.9750

0.8450

0.9750

0.9375

0.9500

α (°)

[16, 20]

[15, 20]

[15, 20]

[15, 20]

[16, 20]

[18, 20]

[12, 20]

[12, 20]

[16, 20]

γ (°)

[18, 20]

[18, 20]

[18, 20]

[16, 20]

[16, 20]

[18, 20]

[12, 20]

[15, 20]

[18, 20]

TABLE IV
ACCURACY OF CALCULATED DC VALUES FOR IEEE 300-BUS SYSTEM

Platform

TigerGraph

PSS/E

Bus

119

120

119

120

|U| (p.u.)

1.04350

0.99818

1.04350

0.99819

θ (°)

40.98768

37.72667

40.98740

37.72660

α/γ (°)

16.240

18.375

16.240

18.379

TABLE V
OVERALL ACCURACY COMPARISON FOR LARGE-SCALE SYSTEMS

Case

6000-bus

12000-bus

11119-bus

Biggest differences compared with PSS/E

|U| (p.u.)

0.00001

0.00001

0.00003

θ (°)

0.0008

0.0008

0.0027

α/γ (°)

0.003

0.003

0.008
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Fig. 11. Admittance matrices of different cases. (a) 6000-bus case. (b)
11119-bus case.
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for large-scale systems, the graph-based method can provide
better performance compared with the conventional method.
For the extended ideal systems, since the size of each parti‐
tioned area is the same, the speedup can be around 4.5. For
the practical system in China, as its connections are more
complex, the speedup is still over 3. Even compared with
the UPSS, the improvement is still significant. Besides the
overall speedup, the computing time of performing graph
partitions, formulating power flow equations (including
building matrices, vectors and updating interface data), and
performing inner FDPF is also compared to indicate the de‐
tailed improvements in Fig. 12.

As discussed previously, the major improvements are in
the areas of graph partition, NPC, and HPC. Specifically,
throughout the entire calculation, graph partitioning is only
performed once at the beginning. A 10000-bus system can
be completely calculated within 50 ms. Thus, the level of im‐
provement justifies the extra cost.

Further, the computing time for formulating equations and
performing FDPF is compared in Table VII.

Based on Fig. 12 and Table VII, the main features of
graph computing can be analyzed. Firstly, the time spent on
graph partitioning highly depends on the topological com‐
plexity of the hybrid systems. The parallel partition searches

only 500 buses in each area for both the 6000-bus case and
the 12000-bus case. However, despite fewer DC lines, the
longest search path in the 11119-bus case has to cover 3800
buses, which increases the computing time. Secondly, the
speedup of NPC is affected by system scale. Since each ver‐
tex in the graph model can be seen as an independent logic
and computing unit, the time saved is more significant on a
larger system. Consequently, the speedup for grids with over
10000 buses can be as much as 4.9 compared with a speed‐
up of 3.23 for a 6000-bus system. Thirdly, the performance
of HPC is mainly affected by the number and size of parti‐
tioned areas. Since the two extended systems are ideally
made up of the same-size areas, the computing time for each
area is close. However, since the sizes of partitioned areas in
the 11119-bus case vary widely, the overall computing time
is determined by the largest area with 3800 buses. Therefore,
the speedup is a little smaller compared with the 6000-bus
and 12000-bus cases.

Another advantage of graph computing is the efficient uti‐
lization of multiple cores. The parallel algorithms based on
vertices and edges can be programmed in the underlying
multi-core architecture with a graph model. Thus, parallel
cores can perform local parallel calculations directly. Figure 13
depicts the main computing time in one sequential calculat‐
ing cycle with different numbers of cores in a single CPU.
As the partition comparison shows, since the search range of
partitioning has been narrowed to DC connections, even a
single core is able to gain an ideal speedup. Conversely, as
previously discussed, NPC can utilize more computing units
to perform local calculation due to the independent calculat‐
ing ability of each vertex. Hence, better performance can be
achieved when more cores are in use, and the parallel effi‐
ciency of NPC is also demonstrated. With the use of eight
cores, the speedup is satisfactory.
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Fig. 12. Comparison of detailed running time of main calculating proce‐
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TABLE VI
COMPARISONS OF COMPUTING TIME WITH DIFFERENT METHODS

Case

6000-bus

12000-bus

11119-bus

Computing time (ms)

GC

76.135

126.180

239.100

CONV

308.2

563.4

743.1

UPSS

247.6

453.2

621.5

SPSS

295.2

587.3

765.8

TABLE VII
COMPARISON OF TIME SPENT ON TWO MAJOR PROCEDURES

Case

6000-bus

12000-bus

11119-bus

Computing time for formulating
equations (ms)

GC

10.3×2

13.8×2

12.3×3

CONV

33.2×2

53.4×2

60.4×3

Computing time for
performing FDPF (ms)

GC

20.1×2

29.4×2

51.7×3

CONV

120.9×2

228.4×2

187.3×3
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While the parallel performance of HPC can benefit from
the use of a greater number of cores, the number and size of
partitioned areas also affect the real computing speed. When
the same partition areas have fewer buses, as in the 6000-
bus and 12000-bus cases, more cores (~16) can be utilized
to achieve better speedup. In the 11119-bus case, since the
partitioned areas are fewer and the largest area has a much
higher number of buses, the best performance is achieved by
using 12 cores. In all cases, when a greater number of cores
are put into use, the overhead time spent on allocating cores,
reading memory, and transmitting data will also increase.

D. Relationship Between Speedup Ratio and System Size

As discussed in the previous sections, one of the advantag‐
es of a graph computing-based method is that each vertex in
the graph model can be used as an independent logic and
computing unit in the process of parallel computing. The pro‐
posed method performs better when used for larger systems,
and it is therefore necessary to test the speedup ratios on
larger systems. In this subsection, several extended large-
scale cases based on South Carolina 500-bus systems are
tested, and the computing time is compared using the CONV
method. Note that these extended cases have similar connect‐
ing topologies as the 6000-bus and 12000-bus cases. The re‐
sults are listed in Table VIII.

The comparison results in Table VIII indicate that the
graph computing-based method has higher speedup ratios
when the target hybrid systems are of larger sizes. The
speedup ratio increases from 4.048 in the 6000-bus case to
7.933 in the 48000-bus case, which results in better comput‐
ing performance. Therefore, the proposed method has great
potential for the application in solving the power flow of
large-scale systems.

VI. CONCLUSION

In this paper, a parallel power flow method using a GDB
and graph computing methods are developed for hybrid AC/
DC systems to improve computing performance. After the
network is modeled and stored in a GDB, the vertex and
edge based parallel computing can be performed naturally
and directly. With graph partitioning, the original large-scale
system can be split into multiple independent AC grids,
which are fit for distributed processing. Further, the graph
computing techniques based on NPC and HPC, which effi‐
ciently utilize the underlying multi-core computing architec‐
ture, are implemented in the sequential method for AC/DC

hybrid power flow to speed up the main time-consuming pro‐
cesses of formulating equations and solving FDPF. Simula‐
tion results on large-scale systems with over 10000 buses
show significant speedup of the proposed method without
compromising accuracy. Furthermore, the performances of
multi-cores on graph partitioning, NPC and HPC also dem‐
onstrate high parallel efficiency.
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