
JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 9, NO. 2, March 2021

Optimization Methods of MPPT Parameters for
PV Systems: Review, Classification, and

Comparison
Jalal Dadkhah and Mehdi Niroomand

Abstract——To obtain efficient photovoltaic (PV) systems, opti‐
mum maximum power point tracking (MPPT) algorithms are
inevitable. The efficiency of MPPT algorithms depends on two
MPPT parameters, i. e., perturbation amplitude and perturba‐
tion period. The optimization of MPPT algorithms affect both
the tracking speed and steady-state oscillation. In this paper, op‐
timization methods of MPPT parameters are reviewed and clas‐
sified into fixed and variable methods. The fixed MPPT parame‐
ters are constant during MPPT performance, and a trade-off
should be made between the tracking speed and steady-state os‐
cillation. However, the variable MPPT parameters will be
changed to improve both the tracking speed and the steady-
state oscillations. Moreover, some of them are simulated, com‐
pared, and discussed to evaluate the real contributions of the
optimization methods to the MPPT efficiency. Furthermore, sig‐
nificant features of the optimization methods, i.e., noise immuni‐
ty, robustness, and computation effort, are investigated.

Index Terms——Photovoltaic (PV) systems, maximum power
point tracking (MPPT), perturbation amplitude, perturbation
period.

I. INTRODUCTION

PHOTOVOLTAIC (PV) systems have recently gained
popularity since they are environmentally friendly and

can be installed in residential and remote areas. In PV sys‐
tems, the output power reaches the maximum at a point
called maximum power point (MPP), and its location contin‐
uously changes based on the irradiance level and tempera‐
ture. As a result, to extract the maximum power from the
PV generator (PVG), an operation point should be located at
MPP. Therefore, MPP must continuously be tracked by maxi‐
mum power point tracking (MPPT) algorithms. Generally,
MPPT algorithms are classified into two categories due to
uniform irradiance and partial shading conditions [1]. Perturb
and observe (P&O) [2] and incremental conductance (INC) [3]

algorithms are examples of the first category. Particle swarm
optimization (PSO) [4] and hybrid techniques [5] are applied
under partial shading conditions to find the global MPP.

MPPT algorithms are usually applied in either single-loop
or multi-loop MPPT structures. In the single-loop MPPT
structure, the MPPT algorithm directly changes the duty cy‐
cle D of interfacing power converter (IPC), as shown in Fig.
1(a). However, the input voltage controller (IVC) adjusts the
duty cycle in the multi-loop MPPT structure, as shown in
Fig. 1(b) [6]. vpv and vo are the small-signal parts of the PV
voltage and power output to load, respectively.

The efficiency of MPPT highly depends on the MPPT pa‐
rameters, i.e., perturbation amplitude ΔD and perturbation pe‐
riod Tp. The perturbation amplitude is a change either to the
duty cycle of IPC in the single-loop structure or to the refer‐
ence voltage ΔVref and reference current ΔIref in the multi-
loop structure. The perturbation period is the time interval
between two consecutive perturbations. The characteristics of
the MPPT perturbation which lead to the optimum efficiency
of MPPT is depicted in Fig. 2, in which the MPPT perturba‐
tion has the amplitude of 2ΔD and the period of 4Tp [7].
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Fig. 2. ΔD and Tp on duty cycle of IPC leading to optimum efficiency of
MPPT.

In the literature, different types of MPPT algorithms are
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Fig. 1. Different PV system structures. (a) Single-loop. (b) Multi-loop.
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ones [8]. In this paper, the optimization methods of MPPT
parameters have been studied and classified into fixed and
variable methods. Moreover, the small-signal analysis of PV
systems is provided to make a clear background about the
dynamic behavior of PV systems, which is necessary for the
optimization of the MPPT parameters. Furthermore, different
values of the MPPT parameters are compared to show how
they affect the PV system efficiency. Finally, some of the
surveyed methods are simulated under the same simulation
conditions to make a fair comparison among different meth‐
ods. As a result, interesting facts have been revealed such as
why steady and transient states need different optimization
methods, how much optimization methods contribute to the
efficiency of MPPT, and how some optimization methods
can be fused together to increase their robustness.

II. ANALYSIS OF SMALL-SIGNAL MODEL OF PV SYSTEMS

A. Dynamic and Static Resistors of PV Panels

According to Fig. 3, the I-V curve of a PV panel consists
of two distinct regions, i. e., the constant current region
(CCR) and the constant voltage region (CVR), which are sepa‐
rated by MPP [9]. Because of the finite accuracy of digital mi‐
crocontrollers, the operation point can never be located at
MPP and oscillates around MPP. Therefore, another region is
formed around MPP called the constant power region (CPR).
Consequently, dynamic resistor rpv and static resistor Rpv are
defined for a PV panel based on (1) and (2), respectively.

rpv »- vpv ipv (1)

Rpv = Vpv Ipv (2)

where Vpv and Ipv are the DC parts of the PV voltage and the
PV current, respectively.

According to Fig. 3, rpv is the maximum at the short-cir‐
cuit current, the minimum at the open-circuit voltage, and
equal to Rpv at MPP. In the structure of the single-loop
MPPT, rpv affects the parameters of PV system such as the
damping factor ξpv and the settling time Tε. In fact, rpv has an
inverse relation with ξpv and direct relation with Tε. There‐
fore, the single-loop PV system has the maximum Tε at the
short-circuit current and the minimum Tε at the open-circuit
voltage. On the contrary, in the case of the multi-loop MPPT
structure, the impact of the dynamic resistor on Tε is negligible.

B. PV System Modeling

The PV system shown in Fig. 4 can be modeled by the du‐
ty cycle to the PV voltage transfer function Gpv

ci in the single-
loop MPPT structure.

Therefore, the PV voltage dynamic characteristics can be
derived by (3) and (4) in response to the perturbationΔD [9].
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Gpv
ci (s)=-VDC

ω2
n (1+ s ωzesr )

s2 + 2ξpvωn s+ω2
n

ωn » 1 (L1 C2)

ωzesr = 1 (rC2 C2)

ξpv » 0.5( )1
rpv

L1 C2 +Re C2 L1

Re = rL1 + rC2 +Drds + (1-D)rd

(3)

where ωn is the natural frequency; ωzesr is the zero frequen‐
cy induced by the input capacitor equivalent series resis‐
tance; ξpv is the damping factor; VDC is the DC gain; and C1,
C2, L1, rC1, rC2, rL1, rd, and rds are the circuit parameters of
Fig. 4.

The response of the PV voltage to DD as in (4) can be cal‐
culated by (3). Consequently, by substituting (4) into (5)-(7),
the PV power response in different regions can be achieved
[9]. Note that (5) is in CCR, (6) is in CVR, and (7) is in CPR.
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P̂pv » Ipv v̂pv
rpv Rpv (5)

P̂pv »-(vpv rpv )v̂pvrpv Rpv (6)

P̂pv »-(1 Rpv )v̂
2
pvrpv »Rpv (7)

Moreover, when the MPPT structure is multi-loop, (8) can
be derived by the reference voltage v̂*

pv to the PV voltage
transfer function T(s) [6].
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T ( )s =
v̂pv

v̂*
pv

=
C(s)P(s)

1+C(s)P(s) (8)

where P(s)= v̂pv d̂ is the open-loop PV voltage loop plant

and C(s) is the transfer function of the IVC. By substituting
(8) into (9) - (11), the PV power for the multi-loop structure
can be achieved in different regions [6]. Note that (9) is in
CCR, (10) is in CVR, and (11) is in CPR.

P̂pv » Ipv L-1 (v̂*
pv (s)T(s)) (9)

P̂pv »-(vpv rpv )L
-1 (v̂*

pv (s)T(s)) (10)

P̂pv »-(1 Rpv )(L
-1 (v̂*

pv (s)T(s)))2 (11)

where L-1 (×) is the inverse Laplace transform operator. Final‐
ly, the parameters of PV system performance such as the PV
power settling time in both the single-loop and multi-loop
structures can be achieved in different regions by (5)-(7) and
(9)-(11), respectively.

III. EFFECTS OF ΔD AND TP ON EFFICIENCY OF PV SYSTEM

In this section, different values of MPPT parameters are
compared to show how they affect the efficiency of PV sys‐
tem. The single-loop PV system in Fig. 4 is simulated in
MATLAB/Simulink software based on the values of L1 =
550 µH, C1 = C2 = 150 µF, rC1 = rC2 = 10 mΩ, rL1 = 0.1 Ω,
rds = 44 mΩ, rd = 0, RO = 15 Ω, switching frequency fsw =
60 kHz, 120 W PV panel, and P&O MPPT algorithm. After‐
wards, observations from the simulations are justified by an
analytical expression to assess how the MPPT parameters af‐
fect the efficiency of PV system.

A. Effects of ΔD

The perturbation amplitude is a change which is applied
by MPPT algorithm to the duty cycle of IPC. According to
Fig. 5, the small value of ΔD decreases steady-state oscilla‐
tions while the large value of ΔD increases steady-state oscil‐
lations.

B. Effects of Tp

The optimum value of Tp leads to the three-point oscilla‐
tion in the steady state. According to Fig. 6, the values of Tp

which are smaller than the system settling time increase both
the amplitude and number of oscillations around MPP. Ac‐
cording to Fig. 7, the value of Tp which is greater than the
system settling time maintains three-point oscillation.

The steady-state efficiency described by (12) shows how
the above observations affect the PV system efficiency.

ηMPPT = 1-

αDV 2 ( )N 2
R +N 2

L + 2∑
k = 1

NR - 1

k 2+ 2∑
j = 1

NL - 1

j2

2(NL +NR)PMPP

(12)

where NL and NR are the numbers of oscillation points in the
left and right sides of MPP, respectively [10]; α is a constant;
ΔV is the PV voltage difference; and PMPP is the maximum
power [10]. When NL and NR increase as shown in Fig. 6,
the second term in (12) increases. Consequently, the efficien‐
cy of MPPT decreases.

IV. OPTIMIZATION METHODS OF ΔD

The proper selection of DD leads to fast and accurate
tracking of MPP. Therefore, the knowledge of optimization
methods of DD is of importance to reach high efficiency in
PV systems. According to Fig. 8, the optimization methods
of DD are classified into fixed and variable methods.
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T ( )s =
v̂pv

v̂*
pv

=
C(s)P(s)

1+C(s)P(s) (8)

where P(s)= v̂pv d̂ is the open-loop PV voltage loop plant

and C(s) is the transfer function of the IVC. By substituting
(8) into (9) - (11), the PV power for the multi-loop structure
can be achieved in different regions [6]. Note that (9) is in
CCR, (10) is in CVR, and (11) is in CPR.
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pv (s)T(s)))2 (11)

where L-1 (×) is the inverse Laplace transform operator. Final‐
ly, the parameters of PV system performance such as the PV
power settling time in both the single-loop and multi-loop
structures can be achieved in different regions by (5)-(7) and
(9)-(11), respectively.

III. EFFECTS OF ΔD AND TP ON EFFICIENCY OF PV SYSTEM

In this section, different values of MPPT parameters are
compared to show how they affect the efficiency of PV sys‐
tem. The single-loop PV system in Fig. 4 is simulated in
MATLAB/Simulink software based on the values of L1 =
550 µH, C1 = C2 = 150 µF, rC1 = rC2 = 10 mΩ, rL1 = 0.1 Ω,
rds = 44 mΩ, rd = 0, RO = 15 Ω, switching frequency fsw =
60 kHz, 120 W PV panel, and P&O MPPT algorithm. After‐
wards, observations from the simulations are justified by an
analytical expression to assess how the MPPT parameters af‐
fect the efficiency of PV system.

A. Effects of ΔD

The perturbation amplitude is a change which is applied
by MPPT algorithm to the duty cycle of IPC. According to
Fig. 5, the small value of ΔD decreases steady-state oscilla‐
tions while the large value of ΔD increases steady-state oscil‐
lations.

B. Effects of Tp

The optimum value of Tp leads to the three-point oscilla‐
tion in the steady state. According to Fig. 6, the values of Tp

which are smaller than the system settling time increase both
the amplitude and number of oscillations around MPP. Ac‐
cording to Fig. 7, the value of Tp which is greater than the
system settling time maintains three-point oscillation.

The steady-state efficiency described by (12) shows how
the above observations affect the PV system efficiency.
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where NL and NR are the numbers of oscillation points in the
left and right sides of MPP, respectively [10]; α is a constant;
ΔV is the PV voltage difference; and PMPP is the maximum
power [10]. When NL and NR increase as shown in Fig. 6,
the second term in (12) increases. Consequently, the efficien‐
cy of MPPT decreases.

IV. OPTIMIZATION METHODS OF ΔD

The proper selection of DD leads to fast and accurate
tracking of MPP. Therefore, the knowledge of optimization
methods of DD is of importance to reach high efficiency in
PV systems. According to Fig. 8, the optimization methods
of DD are classified into fixed and variable methods.
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A. Fixed ΔD

In the fixed ΔD methods, ΔD is calculated in the design
stage and is constant during the MPPT performance. Large
ΔD shortens the transient time while it increases oscillation
amplitude in the steady state. Small ΔD extends the transient
time while it decreases oscillation amplitude in the steady
state. Therefore, a trade-off should be made between the tran‐
sient speed and the steady-state efficiency.
1) Irradiance Rate

The main idea of this kind of method is to select ΔD (13)
in a way that the MPPT algorithm can distinguish the varia‐
tions of the PV power caused by the duty cycle modulation
from those caused by the irradiance variation. As a result,
the MPPT algorithm does not fail to track MPP when the ir‐
radiance level changes with the rate of Ġ [6], [7], [10].

∆D>
1

||G0

VMPP Kph || Ġ Tp

HVMPP +
1
rpv

(13)

where G0 is the DC gain of (3); VMPP is the PV voltage at
MPP; Ġ is the rate of the irradiance change; and Kph and H
are the parameters.
2) Grid-connected PV System

In grid-connected PV systems shown in Fig. 9 [7], the
bulk capacitor introduces another perturbation which leads to
the malfunction of the MPPT algorithm [11]. In fact, the
MPPT algorithm is not able to distinguish the variations of
the PV voltage caused by the duty cycle modulation from
those caused by the grid. This problem will be solved if ΔD
is selected by (14) [7].

∆D>
1

||G0

VMPP Kph || Ġ Tp

HVMPP +
1
rpv

+
1-D

||G0

PMPP

2πfacCbVb
(14)

where Cb, Vb, and fac are the bulk capacitor, the voltage
across Cb, and the grid frequency, respectively.
3) Maximum-efficiency-based Method

Achieving the maximum efficiency is a desire for all the
mentioned methods. It is directly used in the form of a for‐
mula. For instance, the maximum efficiency which is a func‐
tion of DVref is given by (15). With different values of DVref,
the optimum one that leads to the highest efficiency can be
achieved [12].

η=
2PMPP +VMPPid0 ( )1-

q∆Vref

kAT
cos h -∆Vrefid0

q∆Vref

kAT
sin h

2PMPP

(15)

where id,0 is the current through the p-n junction of a PV
cell; q is the electron charge, q = 160 × 10-21; k is
Boltzmann’s constant, k = 13.8× 10-24; A is the diode quality
factor; and T is the absolute temperature. According to Fig.
10, another example of this method is described in (16),
which is derived based on the difference of power between
MPP (point A) and point B. Therefore, by solving (16), the
optimum value of ΔD is derived [13].

vmppimpp (1- β)= ipvB (vmpp +∆DVB) (16)

where β is the maximum admissible loss; and ipvB and VB are
the current and voltage of point B, respectively.

4) Bifurcation Diagram
A bifurcation diagram shows the effect of a bifurcation pa‐

rameter on the system performance and can be used to deter‐
mine the appropriate range of the parameter in the design
stage. Therefore, this diagram is used to determine a proper
ΔD. According to Fig. 11, the PV voltage will have the best
performance if ΔD is selected between 0.02% and 0.07%
[2], [3].

B. Variable ΔD

Variable ΔD has been proposed to improve not only the
steady-state behavior but also the dynamic performance of
MPPT algorithms. Several important methods are introduced
as follows.
1) Slope of P-V, P-D, and Io-D Curves

In some special curves such as P-V, P-D, and Io-D, the
slope has an increasing trend. In fact, according to Fig. 12,
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the slope gradually increases from MPP to the extreme left
and right sides [14]-[18]. Therefore, based on (17), the slope
of these curves can be used to determine ΔD. However, se‐
lecting an appropriate scaling factor N is the main difficulty
for such methods.

ì

í

î

ïï
ïï

DD=N || DP DV

N < ||ΔDmax DP DV
ΔDmax

(17)

where N is the scaling factor; ΔDmax is the fixed maximum
perturbation amplitude; and ΔP and ΔV are the differences
in the PV power and voltage between two consecutive sam‐
ples, respectively.
2) ΔP-based Method

In the previous method, a small value of ΔV leads to a
large value of ΔD, thus the operation point moves away
from MPP. In addition, it needs a division operation. There‐
fore, one possible solution to address the problem is to use
only the difference in ΔP (18) [19], [20].

ΔD=N2 |ΔP | (18)

where N2 is the scaling factor.
3) Auxiliary-functions-based Method

Auxiliary functions are mostly derived from the P-V and
P-D curves and are used to determine variable DD or the ar‐
ea in which MPP is located. In fact, in some methods, the
limit of MPP is firstly predicted either by simple methods
like fractional open-circuit voltage [21] or by advanced meth‐
ods like Lambert function [22] and the function in Fig. 13
[23], [24].
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Fig. 13. Auxiliary function used for predicting limit of MPP.

Afterwards, based on the location of the operation point
than the predicted area, small and big values are assigned to

DD, seperately. Auxiliary functions are used to determine the
variable DD. However, according to Fig. 14, there are cases
in which variable ΔD is determined by auxiliary functions
without predicting the area of MPP [25]-[30]. In Fig. 14, eB

is the exponential function

For example, the variable DD is determined by the two
curves in Fig. 14(a), in which their values are either nearly
zero when the operation point is near MPP or nearly one
when the operation point is far from MPP. The curve in Fig.
14(b) has the same behavior as that in Fig. 14(a) although
the right-side slope is greater than the left-side one as shown
in Fig. 14(b). Figure 14(c) shows three curves in which P
and P* are used to derive the final curve Q which deter‐
mines both the variable ΔD and its sign. Furthermore, the
function in Fig. 14(d) constituting of a two-dimensional
Gaussian function and Arctangent function generates both
variable ΔD and its sign. However, its performance highly
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depends on the argument parameters of the Gaussian function.
4) Zero Oscillation

In this method, the steady state is firstly identified either
by the recognition of the three-point oscillation around MPP
[31] - [36] or by the number of operation point movements
around MPP [37]. Afterwards, ΔD is selected equal to zero
or gradually decreases in the steady state. Therefore, the
steady-state oscillations are completely or partially removed.
However, the three-point oscillation will be guaranteed if Tp

is optimized. Otherwise, these methods will not work effi‐
ciently. Moreover, in the case of zero oscillation, the PV
voltage and current have to be continuously checked wheth‐
er there are changes that stem from the variation of weather
conditions or not.
5) Controller-based Method

According to Fig. 15, ΔP can be treated as an error signal
for digital controllers to produce variable ΔD [38]-[41]. For
instance, proportional-integral controller tuned by Zigler-
Nicholas method [39] and proportional-integral-derivative
(PID) controller tuned by the genetic algorithm (GA) [38]
are used to produce variable ΔD. The main contributions of
these methods are to reduce oscillations around MPP and to
improve the dynamic response of PV systems under fast-
changing environmental conditions.

V. OPTIMIZATION METHODS OF Tp

The optimized value of Tp leads to the three-point oscilla‐
tion in the steady state and the fast tracking in the transient
state. Therefore, the knowledge of the optimization methods
of Tp is of vital importance to improve the efficiency of
MPPT. According to Fig. 16, the optimization methods of Tp

are classified into fixed and variable methods.

A. Fixed Tp

In this method, Tp is calculated in the design stage and is
constant with MPPT performance. Large Tp extends the tran‐
sient time while it guarantees the three-point oscillation in
the steady state. On the contrary, small Tp leads to the fast
tracking while it increases oscillations around MPP to more

than three points.
1) Settling Time

By setting Tp to be the settling time of PV system, MPPT
waits enough before applying the next perturbation so that
the fluctuation of the PV voltage and current is restricted to
a band of ± ε. Therefore, the sampled PV voltage and cur‐
rent lead to the correct tracking of MPP. The settling time of
PV system can either be calculated in CPR by (19) [7], [30],
[35] or measured experimentally [42]-[44].

{Tε @-
1

ξpvωn

ln(ε)

ε = 0.1

(19)

where ε is the relative magnitude of settling band. Further‐
more, it is proven that the settling time of PV system in
CCR (20) is longer than CPR and CVR [9]. Thus, the set‐
tling time in CCR can provide a safer value for Tp. More‐
over, ξpv in CCR is easy to calculate since it only depends
on IPC parameters. Moreover, ξpv in CPR and CVR depends
not only on IPC parameters but also on rpv which is tricky to
be determined.

Tp =-
1

ξpvωn

ln (ε 1- ξ 2
pv ) (20)

2) Multi-loop MPPT
When the MPPT structure is multi-loop, the effect of the

PV panel dynamic resistor on the system settling time is neg‐
ligible [6]. Therefore, the optimization of Tp in the multi-
loop MPPT structure is different from that in the single-loop
one. For instance, when IVC is the integral controller or PID
controller, (21) and (22) are used to determine the system
settling time, respectively.

Tε =
1

GḠ-1ωc

ln ( )2
ε (21)

Tε »
1
ξaωa

ln ( )1

ε 1- ξ 2
a

(22)

where G, Ḡ, and ωc are the DC gain of P(s) in (8), the nomi‐
nal value of G, and a desired loop gain crossover frequency,
respectively; ξa is the damping factor; and ωa is the natural
frequency.
3) Small Tp

When Tp is equal to the IPC switching period or the digi‐
tal-to-analog conversion period, the tracking speed substan‐
tially increases [2], [3]. In this case, the system is not local‐
ly stable since the system waveforms are irregular and non-
periodic. However, as the system waveforms are limited be‐
tween the two levels, the system is globally stable. There‐
fore, when the MPPT structure is multi-loop, the loss of lo‐
cal stability may result in instability of IVC and malfunction
of the MPPT algorithm. Thus, this method only works for
the single-loop MPPT structure.

B. Variable Tp

The settling time of PV system is affected by environmen‐
tal factors, system components, and ΔD. Therefore, fixed Tp

cannot be a valid value under different weather conditions.

PV power +
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controller
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MPPT

Feedback

Output
powerDC/DC+

�

Fig. 15. Block diagram of controller-based method.
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Fig. 16. Optimization methods of perturbation period.

Thus, system identification techniques and experimental
equations have been applied to provide an adaptive Tp for
PV systems.
1) System Identification

System identification techniques are used to identify im‐
portant parameters of system performance which can be
used for system monitoring or controller tuning. System
identification techniques are classified into two categories:
non-parametric and parametric [45]. Non-parametric tech‐
niques do not need any system model and only need a prop‐
er exciting signal such as a pseudo random binary sequence
(PRBS) [46], [47]. However, parametric techniques are
based on a plant model [48].

Recently, the system identification techniques have been
used in PV systems to identify the online value of Tp. Ac‐
cording to (19), ξpv and ωn determine the settling time and
the value of Tp. However, ξpv and ωn depend on rpv, weather
conditions, and IPC parameters. Furthermore, the aging phe‐
nomenon of PV systems affects the values of ξpv and ωn. As
a result, with the online system identification, the optimized
value of Tp can be achieved independent of PV system compo‐
nent values, weather conditions, and the aging phenomenon.

1) Non-parametric
According to Fig. 17 [10], the identification procedure is

started as soon as the steady state is reached. Afterwards, the
MPPT function is halted, and PRBS is injected to the duty
cycle of IPC. The impulse response h(n) of the PV system is
achieved by cross-correlating the PV voltage and the PRBS,
and the frequency response Gvpd (k) of the PV system is de‐
rived by applying fast Fourier transform (FFT) to h(n). Final‐
ly, the online value of Tp is calculated from the identified fre‐
quency response [10], [49].

2) Parametric
The overall procedure in the parametric system identifica‐

tion is similar to the non-parametric one. Nevertheless, the
objective of the parametric system identification is to identi‐
fy the parameters of the defined PV system model. The Kal‐
man filter [50], [51] and dichotomous coordinate descent-re‐
cursive least squares (DCD-RLS) method are used [52]. The

Kalman filter needs numerous initializations. However, zero
is assumed as the initial value in DCD-RLS method, which
has better identification speed and accuracy.
2) Experimental Equations

In this method, an experimental equation which is a func‐
tion of DD is derived to determine Tp. In fact, different val‐
ues of DD lead to different values of the settling time. There‐
fore, according to Fig. 18 [16], the settling time is measured
for different values of DD, and the measured data is estimat‐
ed by a linear function (23) [16], [29]. However, this meth‐
od is only efficient for the transient state. In fact, when the
irradiance level changes and the PV system reaches a new
steady state, the settling time also changes. As a result, Tp in
the steady state is obtained from (24), in which PV current
is proportional to the irradiance level [53].

Tp = f (| ∆D |)= 1.3644 | ∆D |+ 4.9753 (23)

Tp = 0.00903exp (– 0.218 IPV) (24)

VI. DISCUSSION AND COMPARISON

The contribution of the mentioned optimization methods
to the PV system efficiency is quantified by conducting sim‐
ulations in MATLAB/Simulink software. Afterwards, simula‐
tion results are compared and discussed. Since the methods
are simulated under the same simulation condition and select‐
ed from different mentioned categories, it is possible to draw
a fair comparison. To this end, the PV system in Fig. 4 is
used. Electrical parameters of Fig. 4 are described in Table I.
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Thus, system identification techniques and experimental
equations have been applied to provide an adaptive Tp for
PV systems.
1) System Identification

System identification techniques are used to identify im‐
portant parameters of system performance which can be
used for system monitoring or controller tuning. System
identification techniques are classified into two categories:
non-parametric and parametric [45]. Non-parametric tech‐
niques do not need any system model and only need a prop‐
er exciting signal such as a pseudo random binary sequence
(PRBS) [46], [47]. However, parametric techniques are
based on a plant model [48].

Recently, the system identification techniques have been
used in PV systems to identify the online value of Tp. Ac‐
cording to (19), ξpv and ωn determine the settling time and
the value of Tp. However, ξpv and ωn depend on rpv, weather
conditions, and IPC parameters. Furthermore, the aging phe‐
nomenon of PV systems affects the values of ξpv and ωn. As
a result, with the online system identification, the optimized
value of Tp can be achieved independent of PV system compo‐
nent values, weather conditions, and the aging phenomenon.

1) Non-parametric
According to Fig. 17 [10], the identification procedure is

started as soon as the steady state is reached. Afterwards, the
MPPT function is halted, and PRBS is injected to the duty
cycle of IPC. The impulse response h(n) of the PV system is
achieved by cross-correlating the PV voltage and the PRBS,
and the frequency response Gvpd (k) of the PV system is de‐
rived by applying fast Fourier transform (FFT) to h(n). Final‐
ly, the online value of Tp is calculated from the identified fre‐
quency response [10], [49].

2) Parametric
The overall procedure in the parametric system identifica‐

tion is similar to the non-parametric one. Nevertheless, the
objective of the parametric system identification is to identi‐
fy the parameters of the defined PV system model. The Kal‐
man filter [50], [51] and dichotomous coordinate descent-re‐
cursive least squares (DCD-RLS) method are used [52]. The

Kalman filter needs numerous initializations. However, zero
is assumed as the initial value in DCD-RLS method, which
has better identification speed and accuracy.
2) Experimental Equations

In this method, an experimental equation which is a func‐
tion of DD is derived to determine Tp. In fact, different val‐
ues of DD lead to different values of the settling time. There‐
fore, according to Fig. 18 [16], the settling time is measured
for different values of DD, and the measured data is estimat‐
ed by a linear function (23) [16], [29]. However, this meth‐
od is only efficient for the transient state. In fact, when the
irradiance level changes and the PV system reaches a new
steady state, the settling time also changes. As a result, Tp in
the steady state is obtained from (24), in which PV current
is proportional to the irradiance level [53].

Tp = f (| ∆D |)= 1.3644 | ∆D |+ 4.9753 (23)

Tp = 0.00903exp (– 0.218 IPV) (24)

VI. DISCUSSION AND COMPARISON

The contribution of the mentioned optimization methods
to the PV system efficiency is quantified by conducting sim‐
ulations in MATLAB/Simulink software. Afterwards, simula‐
tion results are compared and discussed. Since the methods
are simulated under the same simulation condition and select‐
ed from different mentioned categories, it is possible to draw
a fair comparison. To this end, the PV system in Fig. 4 is
used. Electrical parameters of Fig. 4 are described in Table I.
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TABLE I
ELECTRICAL PARAMETERS OF BOOST CONVERTER AND PV PANEL

Device

Boost converter

PV panel

Parameter

C1=C2

L1

H

rC1=rC2

rL1

rds

RO

fsw

Pmax

VMPP

IMPP

VOC

ISC

Value

150 µF

550 µF

10 mΩ

0.1 Ω

44 mΩ

0

15 Ω

60 kHz

120 W

16.9 V

7.1 A

21.5 V

7.45 A
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The simulation results are given in Table II and Figs. 19-
22. In fact, MPPT parameters are shown in Figs. 20 and 22,
in which the transient and steady states are labeled with T-S
and S-S, respectively. Their corresponding output power and
voltage are depicted in Figs. 19 and 21. Furthermore, in Ta‐
ble II, the tracking speed is Trising when the irradiance goes
up from 500 W/m2 to 1000 W/m2 and Tfalling when the irradi‐
ance goes down from 1000 W/m2 to 500 W/m2. Trising and
Tfalling are decided when the output power reaches 95% of its
final value. In addition, the efficiency of MPPT is calculated
by (25) [27]. The fixed Tp is equal to 8.5 ms, which is the
settling time of PV system under the worst condition with
the lowest irradiance level. Moreover, the computation effort
of each method is mentioned in Table II. It is decided based
on the number of pre-tuned parameters, linear and non-linear
functions, and the number of code lines.

ηMPPT =
∫

0

t

Ppv (t)dt

∫
0

t

Pmpp (t)dt
´ 100% (25)

where Pmpp is the theoretical maximum power.
The importance of DD on the efficiency of MPPT is re‐

vealed in Table II. In fact, when DD goes up from 2% to
3.5%, the transient state speeds up by 50% approximately.

When the steady-state oscillation increases, the considerable
improvement of the transient state leads to the increase of
the efficiency of MPPT by 3%. Moreover, the bifurcation di‐
agram along with small Tp achieves the fastest tracking
speed about 10 ms with the merit of computation simplicity.
However, the method has disadvantages of steady-state oscil‐
lations due to small Tp, susceptibility to the noise due to the
small ΔD and local instability as discussed in the Section V.

The method of variable ΔD further improves the efficien‐
cy of MPPT although the results are not desirable in some
cases. For instance, according to methods No. 4 and No. 5
of Table II, the optimized ΔD has a smooth decreasing be‐
havior in the first and the second transient states. Neverthe‐
less, they are not effective in the third transient state for the
duration of around 100 ms. Simulation results are presented
in Figs. 19 and 20. In fact, P-V curve has different slopes in
the right and left sides of MPP while the scaling factor in
(17) is tuned based on one side. Therefore, either Trising or
Tfalling improves. Despite this deficiency, method No. 4 pro‐
duces 2% energy more than ΔD = 3.5%. Concerning the is‐
sue of the scaling factor, ΔD in Fig. 20(h) is optimized by
two scaling factors tailored for each side of MPP, thus the
tracking speed reaches around 30 ms according to Fig. 19(h).

Method No. 6, which indicates the optimized ΔD based
on DP, is computationally simple. Moreover, it is not effi‐
cient since the first steady state is missed according to Figs.
19(d) and 20(d). Thus, it has the lowest efficiency of 81.1%.

Furthermore, method No. 7 speeds up the transient states
at the cost of wild fluctuations in the steady states according
to Figs. 19(e) and 20(e). Also, its performance highly de‐
pends on pre-tuned parameters, thus it has no robustness un‐
der different weather conditions. According to Figs. 19(f)
and 20(f), method No. 8 that has zero oscillation in the
steady states reaches as the highest efficiency as in method
No. 3 while method No. 8 has much lower tracking speed than
that in method No. 3. The reason is that the zero oscillation in

the steady states compensates for the lower tracking speed.
The optimization of Tp is also considered. For example,

the variable ΔD and Tp depicted in Figs. 20(g) and 22(b) are
simultaneously optimized in method No. 9, which results in
the MPPT efficiency of 93.9% according to Fig. 21(b). It
seems that Tp does not contribute to the MPPT efficiency
compared with the methods with fixed Tp such as methods
No. 4 and 5 with the efficiencies of 95.1% and 93.9%, re‐
spectively. However, the larger Tp than 8.5 ms compensates
for the longer settling time due to the bigger ΔD than 4%,
according to Fig. 22(b). Therefore, it has a subtle contribu‐
tion to the MPPT efficiency which leads to more settled in‐
puts for the MPPT algorithm.

TABLE II
SIMULATION RESULTS OF REVIEWED METHODS

No.

1

2

3

4

5

6

7

8

9

10

11

Optimization method

Irradiancerate [7]

Maximum efficiency [12]

Bifurcation diagram + small Tp [2]

Slope of P-V curve [18]

Auxiliary function [26]

Based on ΔP [19]

Auxiliary function [21]

Zero oscillation [35]

Auxiliary functions + experimental equations [29]

System identification [10]

Auxiliary functions + experimental equations [53]

MPPT
algorithm

P&O

P&O

P&O

P&O

INC

P&O

CSAMa

ASF-Betab

GAF-VPFc

P&O

P&O

ΔD

Fixed, 2.0%

Fixed, 3.5%

Fixed, 0.08%

Variable, Fig. 20(b)

Variable, Fig. 20(c)

Variable, Fig. 20(d)

Variable, Fig. 20(e)

Variable, Fig. 20(f)

Variable, Fig. 20(g)

Fixed, 2.5%

Variable, Fig. 20(h)

Tp (ms)

Fixed, 8.500

Fixed, 8.500

Fixed, 0.016

Fixed, 8.500

Fixed, 8.500

Fixed, 8.500

Fixed, 8.500

Fixed, 8.500

Variable, Fig. 22(b)

Variable, Fig. 22(c)

Variable, Fig. 22(d)

Tracking speed
(ms)

Trising

115

73

5

64

90

244

31

47

73

74

27

Tfalling

86

45

10

103

86

53

35

43

90

37

34

ηMPPT

(%)

90.2

93.1

98.0

95.1

93.9

81.1

94.8

98.0

93.9

95.8

96.3

Computation
effort

Simple

Simple

Simple

Moderate

Moderate

Simple

Moderate

Moderate

Moderate

Complex

Moderate

Note: a indicates current sensorless method with Auto-Modulation; b indicates adaptive scaling factor Beta method; c indicates Gaussian-Arctangent function
based on variable perturbation frequency.
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Moreover, according to Fig. 22(b), Tp converges to around
6 ms in all the steady states. However, as shown in Fig.
22(c), Tp optimized by the system identification technique
has different values in each steady state. It means that the
optimization of Tp in the transient states differs from that in
the steady states. Hence, according to Fig. 22(d) where Tp is
adapted for each steady state and is proportional to DD in
the transient states, method No. 11 complies with this rule.
In this way, the three-point oscillation is guaranteed in the
steady states.

The output power and voltage of method No. 10 are
shown in Fig. 21(c). It is computationally complex com‐
pared with the other methods in Table II, which offers dis‐
tinctive features. Firstly, PRBS injected to the control input
of IPC resembles the white noise. Therefore, since PRBS is
uncorrelated with the disturbances affecting the PV voltage,
the system identification technique has intrinsic noise immu‐
nity and copes well with system uncertainties. Secondly, due

to the online optimization, the system identification has ro‐
bustness under different weather conditions during the whole
life of PV systems.

The following outcomes are deduced.
1) When DD is optimized based on the slope of the P-V

and P-D curves, different scaling factors must be allocated
to DD.

2) Tp has different behaviors in the steady and transient
states, thus each state needs a different optimization method
regarding Tp.

3) The zero-oscillation technique greatly improves the
MPPT efficiency. However, to suppress the steady-state oscil‐
lations successfully, the steady state should firstly reach the
three-point oscillation. Moreover, system identification tech‐
niques guarantee the three-point oscillation by the online op‐
timization of Tp. Thus, the system identification techniques
can be used to improve the reliability of the zero-oscillation
method.
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Fig. 19. Output power and voltage of PV systems of Table II. (a) Irradiance profile. (b) Method No. 4. (c) Method No. 5. (d) Method No. 6. (e) Method
No. 7. (f) Method No. 8. (g) Method No. 9. (h) Method No. 11.

233



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 9, NO. 2, March 2021

500

750

1000

Irr
ad

ia
nc

e
(W

/m
2 )

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time (s)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time (s)

(g)

(e)

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time (s)

(c)

-9
-3
3
9

ΔD
 (%

)

S-S T-S S-ST-SS-ST-S

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time (s)

-9
-3
3
9

ΔD
 (%

)

-9
-3
3
9

ΔD
 (%

)

 T-S  T-S
S-ST-S S-S S-S

T-S S-S T-S S-SS-ST-S

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time (s)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time (s)

(h)

(f )

(b)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time (s)

(d)

S-S T-S S-ST-S S-S T-S
-9
-3
3
9

ΔD
 (%

)

-9
-3
3
9

ΔD
 (%

)  S-S T-S

T-ST-S S-S

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time (s)

-9
-3
3
9

ΔD
 (%

)

-9
-3
3
9

ΔD
 (%

)

S-ST-S T-S S-S S-S

T-S

 T-S T-S

S-SS-SS-ST-S

Fig. 20. Variable ΔD in different methods of Table II. (a) Irradiance profile. (b) Method No. 4. (c) Method No. 5. (d) Method No. 6. (e) Method No. 7. (f)
Method No. 8. (g) Method No. 9. (h) Method No. 11.
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Fig. 21. Output power and voltage of PV systems of Table II. (a) Irradiance profile. (b) Method No. 9. (c) Method No. 10. (d) Method No. 11.
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VII. CONCLUSION

To achieve a desired tracking speed and efficiency of
MPPT, DD and Tp should be optimized accordingly. In this
paper, various optimization methods of the MPPT parame‐
ters are surveyed, classified, simulated, compared, and dis‐
cussed. With the discussion and comparison based on Table
II and Figs. 19-22, the contribution of each optimization
method to the MPPT efficiency is quantified, and key fea‐
tures like noise immunity, robustness, and computation effort
are investigated. Moreover, this paper sheds light on why
steady and transient states need different optimization meth‐
ods. Besides, subtle contributions of some optimization meth‐
ods to the MPPT efficiency are revealed. In addition, the
possibility of increasing the reliability of the zero-oscillation
method by the online system identification techniques is in‐
troduced.
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