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Abstract——The fluctuation of output power of renewable ener‐
gies and loads brings challenges to the scheduling and opera‐
tion of the distribution network. In this paper, a robust voltage
control model is proposed to cope with the uncertainties of re‐
newable energies and loads based on an improved generative
adversarial network (IGAN). Firstly, both real and predicted
data are used to train the IGAN consisting of a discriminator
and a generator. The noises sampled from the Gaussian distri‐
bution are fed to the generator to generate a large number of
scenarios that are utilized for robust voltage control after sce‐
nario reduction. Then, a new improved wolf pack algorithm
(IWPA) is presented to solve the formulated robust voltage con‐
trol model, since the accuracy of the solutions obtained by tradi‐
tional methods is limited. The simulation results show that the
IGAN can accurately capture the probability distribution char‐
acteristics and dynamic nonlinear characteristics of renewable
energies and loads, which makes the scenarios generated by
IGAN more suitable for robust voltage control than those gener‐
ated by traditional methods. Furthermore, IWPA has a better
performance than traditional methods in terms of convergence
speed, accuracy, and stability for robust voltage control.

Index Terms——Robust voltage control, uncertainty, generative
adversarial network, wolf pack algorithm.

I. INTRODUCTION

IN recent years, the penetration rates of electric vehicles
and renewable energies into the distribution network have

increased rapidly, and their fluctuations have brought great
challenges to the planning and operation of the distribution
network [1]. For example, the integration of wind farms may
cause the voltages of nodes in the distribution network to ex‐
ceed the limit. Hence, it is of great significance for the distri‐
bution network to consider the uncertainty of renewable ener‐
gies and loads for scheduling the distribution network.

The traditional methods for voltage control belong to the
deterministic voltage control (DVC) model, which does not
consider the uncertainties of renewable energies and loads
[2]. On one hand, the real-time measurement is often insuffi‐
cient in the distribution network, and the state estimation de‐
pends on the pseudo measurement data, which leads to a
large error in the power load estimation [3]. On the other
hand, the fluctuation of wind speed and light intensity leads
to the uncertainties of output power of renewable generation
units. In this case, the voltage control strategy of the DVC
model may not be safe for the distribution network on the
high penetration of distributed generation units [4]. There‐
fore, the power operation and planning department should
take the uncertainties of renewable energies and loads into
account when making decisions for voltage control.

Currently, the mainstream methods dealing with uncertain‐
ties of renewable energies and loads include stochastic opti‐
mization, fuzzy optimization, interval optimization, and ro‐
bust optimization [5], [6]. For example, the radial basis func‐
tion neural network and the fuzzy unscented transform are
combined to calculate probabilistic power flow in microgrid
including electric vehicles, wind, and solar distributed ener‐
gy resources [7], [8]. To obtain the optimal bidding strate‐
gies for wind farms and hydro stations in a power genera‐
tion company, the interval optimization is used in [9]. In gen‐
eral, the interval, fuzzy and stochastic optimization methods
cannot assure that the obtained strategies can be always fea‐
sible for any possible combination of renewable energies
and loads [10]. Specifically, when the real power loads are
large and the output power of wind farms is small, the con‐
trol strategy of these methods cannot guarantee that the node
voltages in the distribution network are not lower than the
limit. By contrast, robust optimization attempts to find a con‐
servative strategy that can guarantee the safe operation of
the distribution network in any scenario at the cost of the
economy. Now, the robust optimization is receiving more
and more attention in various fields of distribution network
operation [11].

To present the uncertainties of renewable energies and
loads, the scenario generation technology is often used to
generate a scenario set for robust optimization. Most of the
previous works use explicit density models (e. g., copula
function, moment matching technique, and generalized dy‐
namic factor methods) to generate the scenario set through
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fitting and sampling probability distribution or empirical dis‐
tribution [12]. However, these methods need to artificially as‐
sume the distribution function, which is difficult to be de‐
scribed accurately by a mathematical formula. In addition,
the spatial-temporal characteristics of loads and renewable
energies are difficult to be accurately fitted by second-order
statistical results [13]. In recent years, some deep learning
based methods such as the variational automatic encoder
(VAE) and generative adversarial network (GAN) have also
been used for scenario generation [14], [15]. These methods
belong to the implicit density model, which does not need to
explicitly fit the probability distribution or empirical distribu‐
tion, and can capture the dynamic nonlinear characteristics
of renewable energies and loads through training and sam‐
pling. However, the performance of VAE is worse than that
of GAN, because it does not use the adversarial for training.
The shortcomings of GAN such as vanishing gradients and
exploding gradients problem still exist and these problems
lead to poor quality of generated data [16].

From the standpoint of solution, the existing methods can
be summarized into two categories, including mathematical
programming algorithms and heuristic algorithms. The math‐
ematical programming algorithms mainly include nonlinear
programming, linear programming, and dynamic program‐
ming [17]. These methods have been widely used in the vari‐
ous fields of power system optimization because of their low
complexity and fast computing speed [18]. Nevertheless, it
is difficult for them to solve nonlinear and high-dimensional
robust voltage optimization problems accurately [19]. The
heuristic algorithms mainly include the genetic algorithm
(GA), fireworks algorithm (FWA), artificial bee colony
(ABC) algorithm, and imperialist competitive algorithm
(ICA) [20]. For example, a parametric GA is proposed to
find the optimal spatial distribution of renewable units in
[21]. To minimize the total operation cost of material han‐
dling, a novel discrete ICA with a priority rule based heuris‐
tic is designed in [22]. While in [23], the ABC is utilized to
effectively generate a set of Pareto solutions for a dual-objec‐
tive disassembly optimization problem. In general, these
methods are extremely suitable for treating discontinuous
and non-convex problems. However, their performances are
easily affected by the parameters, and they are easy to get
the local optimal solution with limited accuracy [10]. There‐
fore, a new method is needed to solve the nonlinear robust
optimization problem.

Although previous works have provided a lot of important
insights for robust voltage control (RVC), there are still
many problems to be addressed. For example, a model-free
method without vanishing gradients needs to be designed to
capture the uncertainties of renewable energies and loads,
and a high-efficiency solution method is needed for robust
optimization. To solve these problems, a new approach for
RVC considering uncertainties of loads and renewable ener‐
gies via an improved generative adversarial network (IGAN)
is proposed in this paper. The key contributions can be sum‐
marized as follows.

1) An IGAN is designed to improve the quality of the gen‐

erated data and the stability of the training process according
to the characteristics of renewable energies and loads, be‐
cause the traditional implicit density models have the prob‐
lems of vanishing gradient or poor quality of generated data.
Unlike the explicit density models, IGAN does not need to
artificially assume the probability distributions of renewable
energies and loads, and generates the scenarios for different
objects by adjusting the structure and parameters. Moreover,
the generated scenarios can accurately capture the probabili‐
ty distribution characteristics and dynamic nonlinear charac‐
teristics of renewable energies and loads, which make the
scenarios generated by IGAN more suitable for the RVC
model than those generated by traditional methods such as
VAE.

2) The RVC model is proposed to fully take comprehen‐
sive uncertainties of loads and renewable energies into ac‐
count. The differences between DVC and RVC model in
voltage and power losses are demonstrated.

3) Due to the limited accuracy of the traditional methods
for solving the RVC model, a new improved wolf pack algo‐
rithm (IWPA) is proposed. The simulation results show that
the new method has better accuracy and stability than those
of traditional methods such as GA, ABC, and ICA.

The remainder of this paper is organized as follows. Sec‐
tion II proposes the RVC model. Section III presents the
IGAN for scenario generation. In Section IV, the IWPA is de‐
signed to solve the RVC model. The effectiveness of the pro‐
posed approaches is verified by simulation in Section V. Sec‐
tion VI shows the discussion. Section VII shows the conclu‐
sions and future work.

II. RVC MODEL

A. Deterministic Model Description

In the optimal dispatching model of distribution network,
the control variables mainly include the tap position of on-
load tap changer (OLTC), shunt capacitors, static var com‐
pensator (SVC), and reactive power of distributed genera‐
tions. The objective function is to minimize the power loss
of the distribution network, and its mathematical formula is
as follows:

min floss =∑
l = 1

N

Rl

P 2
l +Q2

l

U 2
l

(1)

where floss is the power loss of the distribution network; Rl is
the resistance of the lth branch; N is the total number of
branches in the distribution network; Ul is the voltage ampli‐
tude of the lth branch; and Pl and Ql are the real power and
reactive power flowing through the end of the lth branch, re‐
spectively.

The constraints of this optimization model mainly include:
1) Network power balance
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(2)
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where n is the total number of nodes; Gij and Bij are the con‐
ductance and susceptance of the branch, respectively; and δ ij

is the phase difference of the voltage between the ith node
and jth node.

2) Voltage and current limits

{Uimin £Ui £Uimax

0£ Il £ Ilmax

(3)

where Uimin is the lower limit for the ith node, which is equal
to 0.95 for generic nodes and 0.9 for OLTC secondary
nodes; Uimax is the upper limit for the ith node, which is
equal to 1.05 for generic nodes and 1.1 for OLTC secondary
nodes [4]; and Ilmax is the upper limit of the current in the lth

branch.
3) OLTC and shunt capacitors limits

{Tkmin £Tk £Tkmax

0£Qci £Qcimax
(4)

where Tk,min and Tk,max are the minimum and maximum values
of the OLTC position, respectively; and Qci,max is the maxi‐
mum value of the shunt capacitors.

4) SVC and distributed generation limits

{QiSVCmin £QiSVC £QiSVCmax

QiDGmin £QiDG £QiDGmax

(5)

where QiSVCmin and QiSVCmax are the minimum and maximum
reactive power of SVC, respectively; and QiDGmin and
QiDGmax are the minimum and maximum reactive power of
distributed generations, respectively. Normally, these distrib‐
uted generations are PQ units and not PV units. Therefore,
the real power of distributed generations is assumed to be
fixed and the reactive power is the control variables in this
paper.

B. Robust Model Description

The main components in the robust voltage control are the
scenario generation and deterministic optimization. Firstly,
the real and the day-ahead predicted data are used to train
IGAN. After training, the generator of IGAN generates a
large number of scenarios for renewable energies and loads.
In order to reduce the complexity of the algorithm, K-means
is used to reduce the number of similar scenarios. Then, IW‐
PA is used to get extreme scenarios. Finally, IWPA is used
to find the optimal solution of the DVC model in the normal
scenario, and the optimal solution needs to ensure that the
voltages do not exceed the limit in extreme scenarios.

The amplitude of the voltage is an important index to eval‐
uate the reliability of the distribution network. In this paper,
the extreme scenario is defined by the voltage amplitude of
nodes, and its mathematical formula is:

max fU =max ||Ui -UN i = 12n (6)

where UN is the rated voltage in the distribution network.
Obviously, (6) includes two kinds of extreme scenarios:
① when the load is very large and the output power of re‐
newable sources is very small, the voltage amplitude may be
less than the lower limit; ② when the load is very small and

the output power of renewable sources is very large, the volt‐
age amplitude may exceed the upper limit.

IWPA is used to find the extreme scenarios from those
generated by IGAN. The control variables are the scenarios
of renewable energies and loads, and the objective function
is (6).

III. GENERATION AND REDUCTION FOR SCENARIOS

A. Traditional GAN

GAN is a kind of deep generative network consisting of a
generator and discriminator. The generator contests with the
discriminator in a game, and they can be regarded as coun‐
terfeiters and money detectors [24] - [26]. The generator is
considered as a counterfeiter, whose purpose is to generate
counterfeit currency that cannot be recognized by the money
detector. The discriminator is considered as a money detec‐
tor, whose purpose is to identify the counterfeit money made
by counterfeiters as much as possible. After training, the gen‐
erator can produce particularly realistic counterfeit currency,
while the probability that the discriminator identifies the
counterfeit currency is 50%.

Specifically, the framework of scenario generation for re‐
newable energies and loads based on GAN is shown in Fig.
1. The generator learns the features of the historical samples
from the training set to generate new data. The discriminator
is a classifier to judge whether the input sample is true or
fake. When the discriminator of GAN is trained, the parame‐
ters of the generator are fixed. Firstly, the loss function of
the discriminator is calculated after the samples are input in‐
to the discriminator. Then, the parameters of the discrimina‐
tor are updated by the back propagation algorithm [27]. The
loss function of the discriminator is:

max EX~Pdata ( )x ( )lg D ( )x +EZ~PZ (z) ( )lg ( )1-D ( )G ( )z (7)

where X~Pdata(x) is the probability distribution of real sam‐
ples; Z~PZ (z) is a simple distribution (e.g., Gaussian distribu‐
tion in this paper) that is used to obtain random noises; D(x)
is a value that ranges from 0 to 1, indicating the probability
that the input sample is true; and lg(1-D(G(z))) is the proba‐
bility that the discriminator judges the generated sample is
fake. In the training process, the goal of the discriminator is
to make the objective function as large as possible.

Similarly, when the generator of GAN is trained, the pa‐
rameters of the discriminator are fixed. Firstly, the generator
produces new samples that are used to calculate the loss
function of the generator. Then, the parameters of the genera‐
tor are updated by back propagation algorithm. The goal of
the generator is to generate samples that closely resemble to
real samples. The loss function of the generator is opposite
to that of the discriminator. Its mathematical formula is:

min max EX~Pdata ( )x ( )lg D ( )x +EZ~PZ (z) ( )lg ( )1-D ( )G ( )z (8)

After multiple cross-training, the GAN will converge to
the Nash equilibrium.
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B. Improved GAN

Convolutional neural network (CNN) is a kind of feed-for‐
ward neural network with convolution operation. Its appear‐
ance has greatly accelerated the development of artificial in‐
telligence. CNN has been widely used in stability assess‐
ment, target detection, semantic segmentation, fault diagno‐
sis, and other fields due to its powerful feature extraction
ability [28]. In this paper, CNN is used to improve the quali‐
ty of the generated data. The details of the change include
the following four aspects.

1) To improve the ability of feature extraction [29], the
dense layers in the hidden layer are replaced by convolution‐
al layers.

2) All pooling layers in the generator are replaced by frac‐
tional-strided convolutions. Similarly, all pooling layers in
the discriminator are replaced by strided convolutions. In
this case, the network can learn its own spatial sam‐
pling [30].

3) The batch normalization can stabilize the learning pro‐
cess by mapping the samples to each unit to have unit vari‐
ance and zero mean, which can accelerate the convergence
of the network and avoid over-fitting [31]. Therefore, the
batch normalization will be applied to the generator and the
discriminator.

4) In the generator, the rectified linear unit (ReLU) is
used as the activate function for all layers except the output
layer that uses the tanh function, since these activation func‐
tions can help the model learn the probability distribution of
real samples more quickly. In the discriminator, the previous
work indicates that the leaky rectified activation performs
well [32]. Thus, the LeakyReLU is used as the activate func‐
tion for all layers.

It can be seen from (8) that the loss of sigmoid cross-en‐
tropy is used as the loss function for the discriminator in the
traditional GAN. The existing literature shows that this loss
function causes the vanishing gradient problem, since the
generated samples are on the right side of the decision
boundary, but they are still far from the true samples [16].
To solve these problems, the least squares are utilized as the
loss function for the discriminator. In this case, the generat‐
ed samples move towards the decision boundary, since the
least squares loss function penalizes the samples. The loss
function of the improved GAN is:

min
1
2

EX~Pdata ( )x ( )( )D ( )x - b
2
+

1
2

EZ~PZ (z) ( )( )D ( )G ( )z - a
2

(9)

min
1
2

EZ~PZ (z) ( )( )D ( )G ( )z - c
2

(10)

where parameters need to satisfy this property of b- a = 2
and b- c = 1 based on the suggestions of the existing litera‐
ture [13]. In this paper, the parameters are set as: a =-1, b =
1, and c = 0.

Based on the above description, the steps of scenario gen‐
eration by IGAN are as follows.

Step 1: before input real and predicted data into IGAN,
the samples need to be normalized, and otherwise the loss
function may not converge. In this paper, the min-max nor‐
malization method is used to transfer the input data into the
values that range from 0 to 1.

Step 2: the m random noises are obtained by sampling
from the prior distribution Z~PZ(z). In each round of train‐
ing, the parameters of the discriminator will be updated k1

times with the back propagation algorithm.
Step 3: the m samples are obtained by feeding the m ran‐

dom noises to the generator.
Step 4: the stochastic gradient values of the discriminator

are calculated to update the parameters of the discriminator.
If the number of updates does not exceed k1, return to Step 3
to continue to update the parameters of the discriminator.
The gradient of the discriminator is:

Ñθ

1
m∑t = 1

m é
ë
ê

ù
û
ú

1
2
( )D ( )xt - 1

2

+
1
2
( )D ( )G ( )zt + 1

2

(11)

Step 5: the m random noises are obtained by sampling
from the prior distribution Z~PZ(z). The stochastic gradient
of the generator is calculated to update the parameters of the
generator. The stochastic gradient of the generator is:

ÑÆ

1
m∑t = 1

m 1
2

D ( )G ( )zt
2

(12)

Step 6: return to Step 2 unless the IGAN reaches the pre-
set maximum number of iterations.

Step 7: after the training, the random noises are obtained
by sampling from the prior distribution Z~PZ(z) as input data
of the generator to get the scenarios of renewable energies
and loads.

IV. WOLF PACK ALGORITHM

A. Traditional Wolf Pack Algorithm

The efficiency and accuracy of most traditional heuristic
algorithms are not good and easy enough to get the local op‐
timal solution [10]. To solve this problem, the behaviors of
the wolves is analyzed and a wolf pack algorithm (WPA) is
proposed [33]. The simulation results show that the WPA
has better global optimization ability and stronger robustness
than those of the traditional heuristic algorithm, especially
for high-dimensional optimization [34]. This paper will try
to apply the WPA to solve the RVC model. Furthermore,
since the RVC model requires the heuristic algorithm to
have excellent stability and high accuracy, two strategies are
proposed to improve the traditional WPA, which includes
five steps as follows.

Step 1: initialization of wolf pack. It assumes that A is the
number of variables that range from 0 to 1. The wolf pack
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Fig. 1. Framework of GAN for scenario generation.
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consists of H wolves, each of which has A random numbers
between 0 and 1. The objective function of each wolf is cal‐
culated, and the wolves are sorted according to the order of
the objective function from good to bad. The wolf with the
best objective function value is selected as the lead wolf.

Step 2: scouting behavior. The former L wolves are regard‐
ed as the scout wolves except for the lead wolf. The scout
wolves select h directions around to search the solution. If
the near solution is better than the current solution, the scout
wolves will move to the new position. If the searching times
of the scout wolf reach the maximum number (the maximum
number is 7 in this paper) or the solution of new position
fnewloss is better than that of the old position foldloss, the search‐
ing will stop.

Step 3: calling behavior. Except for the lead wolf and
scout wolves, the rest are the ferocious wolves. The lead
wolf will summon the ferocious wolves to gather the solu‐
tion around it. Specifically, the process of calling behavior is
as follows. Firstly, k positions between 1 and A are random‐
ly selected. Secondly, the variables of ferocious wolves are
replaced with the variables of the lead wolf in selected posi‐
tions. Thirdly, if the objective function of the wolf in the
new position is better than that in the old position, it will ac‐
cept the new position, otherwise it will not move.

Step 4: besieging behavior. The scouting and calling be‐
haviors make wolves stride forward to the direction of the
optimal solution, which can speed up the convergence of
WPA. Specifically, the process of besieging behavior is as
follows. Firstly, one position between 1 and A is randomly
selected. Secondly, the variables of the wolf from ferocious
wolves and scout wolves are replaced with those of the lead
wolf in selected positions. Thirdly, if the objective function
of the wolf in the new position is better than that in the old
position, it will accept the new position, otherwise it will not
move.

Step 5: updating wolves. The lead wolf, scout wolves, and
ferocious wolves are reordered according to their objective
functions, and the wolf with the best objective function is
the new lead wolf. The R wolves with the worst objective
function will be reinitialized to ensure the diversity of
wolves. If the program reaches the maximum number of iter‐
ations, the results of the lead wolf are output, otherwise re‐
turn to Step 2.

B. IWPA

In order to improve the stability and optimization perfor‐
mance of WPA, two strategies are proposed to improve
WPA. The specific improvements are as follows.

1) Adaptive adjustment of step size. In the calling behav‐
ior of the traditional WPA, the step size (k positions) of the
ferocious wolves running to the lead wolf is fixed, which
makes the loss function of traditional WPA appear jagged fit‐
ness landscape. In fact, the ferocious wolves that are far
away from the lead wolf should run to the lead wolf in a
large step size, and the ferocious wolves that are close to the
lead wolf should run to the lead wolf in a small step size. In
general, the optimal step size should be adjusted adaptively
according to the objective function value of the ferocious

wolf. In this paper, it assumes that the step size of the first
ferocious wolf is 1, and that of the last ferocious wolf is A-
1. The step size of the rth wolf is as follows:

Sr = round ( )( )A- 2 ( )fr - f1

fV - f1

+ 1 (13)

where fr (r = 1,2,...,V ) is the objective function value of the
rth wolf, and V is the number of ferocious wolves. Specifical‐
ly, the length of the control variables of the RVC model is
A. For the rth ferocious wolf, it needs to exchange Sr ele‐
ments with the lead wolf.

2) Communication behavior between the ferocious wolves
and the scout wolves. In the traditional WPA, the ferocious
wolves only run in the direction of the lead wolf, and there
is no communication between the ferocious wolves and the
scout wolves. In order to enrich the diversity of solutions,
this paper proposes the communication behavior between the
ferocious wolves and the scout wolves before the besieging
behavior. Specifically, the process of communication behav‐
ior is as follows. For the RVC model, the length of the con‐
trol variables of the RVC model is A. The A random num‐
bers between 0 and 1 are obtained from Gaussian distribu‐
tion. Secondly, the rth variables from a ferocious wolf and a
scout wolf are exchanged if the rth random number is greater
than p. It assumes that p is the probability of the exchange.
Thirdly, if the objective function of the wolf in the new posi‐
tion is better than that in the old position, it will accept the
new position, otherwise it will not move.

In summary, the process of IWPA is shown in Fig. 2.

V. CASE STUDY

A. Scenario Generation for Renewable Energies and Loads

The smart meter dataset from low carbon London project
[35] and the dataset of renewable energies from National Re‐
newable Energy Laboratory (NREL) are used to verify the
effectiveness of the proposed methods [36], [37]. After data
cleaning, the wind and photovoltaic power profiles have
1460 samples with a resolution of 20 min, and the power
load profiles have 483 samples with a resolution of 60 min.
Nine neighboring wind farms, solar plants, and 32 neighbor‐
ing load nodes of a distribution network are selected. Eighty
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N N

Y Y
Output results   

Start

Initialization of wolves 
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 Is searching times larger
than 7 or Fnew,loss>Fold,loss?
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Updating wolves
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Fig. 2. Framework of IWPA.
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percent of the samples are used as the training set, and the
remaining 20% is used as the test set. Along with these real
data, the results of the day-ahead forecasting by the recur‐
rent neural network are utilized to train IGAN.

The structures of IGAN for scenario generation of renew‐
able energies and loads are similar. As shown in Fig. 3, the
IGAN for generating wind power is used as an example to il‐
lustrate the structure and parameters. The input data of CNN
is a 2-dimension matrix, so the input data of the discrimina‐
tor are wind power profiles which are transformed into a ma‐
trix of 36×36 scales. The hidden layer is composed of one
flatten layer and four convolutional layers whose activation
functions are LeakyReLU. To alleviate the over-fitting, the
Dropout layers are followed by the convolutional layers, and
their values are 0.25. As a bridge between convolutional lay‐
ers and dense layers, the flatten layer transforms multi-di‐
mension data into a one-dimension vector. The output layer
is a dense one where sigmoid is the activation function, and
the output value of it is 1 or 0, which represents the input
data are true or false, respectively. In terms of the generator,
the random noises sampled from the Gaussian distribution
are used as the input data. The hidden layer consists of one
dense layer with 5184 neurons and 2 convolutional layers,
and their activation functions are all ReLU. The output layer
is a convolution layer whose activation function is the hyper‐
bolic tangent. The IGAN generates multiple power profiles
at the same time, which can capture the spatial correlation
between multiple wind farms.

The programs of generative networks for scenario genera‐
tion are implemented in Anaconda navigator with Keras
2.2.2 and Tensorflow 1.10.0 library.

Figure 4 shows the training evolution of IGAN for gener‐
ating wind power scenarios. The parameters of the generator
are not optimal in the early training stage, and the scenarios
generated by the generator are far from the real data, so the
generated scenarios are easy to be recognized by the discrim‐
inator. When the number of iterations is more than 2000, the
accuracy of the discriminator fluctuates up and down near
0.5, which indicates that the generator and the discriminator
reach the Nash equilibrium, and the training procedure is sta‐
ble. In order to ensure the convergence of the network, we
choose the network after 5000 iterations to generate the sce‐
narios.

In order to prove that the scenarios generated by IGAN
and the real scenarios have similar patterns, eight thousand
random noises sampled from the Gaussian distribution are in‐
put into the generator, and a part of the generated samples
and the real samples from the test set are shown in Fig. 5.
Obviously, although the real samples in the test set are not
used to train network, the shapes of generated samples for
renewable energies and loads are very similar to those of the
real samples from the test set, so that it is difficult for the
naked eye to distinguish them. The IGAN can capture the
nonlinear dynamic characteristics of real samples such as
fluctuation, large valley, and fast ramps in power. Further, in
order to compare the temporal correlation between the gener‐
ated samples and the real samples, the autocorrelation func‐
tions are shown in Fig. 5. It is found that the trends of auto‐
correlation functions between the generated samples for re‐
newable energies and the real samples are basically the
same, which shows that the real samples generated by IGAN
can reflect the temporal correlation of the real samples well.

The fluctuation of renewable energies and loads has a
great influence on the operation of the power system. The
power spectral densities (PSDs) represent the energy value
of frequency components of time series, and are often used
to represent the fluctuation components of loads and renew‐
able energies at different frequencies. Figure 6 shows the
PSDs of renewable energies and loads. It is obvious that the
PSDs of generated samples closely resemble those of real sam‐
ples from the test set, which indicates that IGAN can capture
the frequency-domain characteristics of real samples well.

Format transformation
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0 1000 2000 3000 4000 5000
No. of iteration

0.2

0.4

0.6

0.8

1.0

A
cc

ur
ac

y

0.5

Fig. 4. Training evolution for IGAN on a wind dataset.

1109



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 8, NO. 6, November 2020

To verify the performance of the IGAN, the traditional
methods, e. g., VAE and GAN, are set up for comparison.
Figure 7 shows the cumulative distribution functions (CDFs)
of real samples and generated samples by three generative
networks. It is found that the CDFs of samples generated by
IGAN are closer to CDFs of real samples in comparison
with VAE and GAN, both for loads and renewable energies.
Moreover, IGAN shows the best performance of scenario
generation of renewable energies and loads, which show that
IGAN accurately capture the probability distribution charac‐
teristics of renewable energies and loads.

The changing pattern of the output power of nearby wind
farms (solar plants) is similar, since their surrounding envi‐
ronment such as wind speed (light intensity) is similar. In
the same way, most nodes of the distribution network are lo‐
cated in nearby areas, and they have similar electricity con‐
sumption habits, which lead to peak or valley in power load
simultaneously. It is very important to consider the spatial
correlation of renewable energies and loads for the economic
operation and stability analysis of the distribution network.

To analyze whether IGAN can capture the spatial correla‐

tion of real samples, the correlation matrices of real samples
and generated samples are calculated, respectively. Then, the
correlation matrices of the generated samples are subtracted
from those of the real samples, and their absolute values are
calculated to obtain the error matrices. The visualization of
the error matrices is shown in Figs. 8, 9, and 10.

In terms of wind farms, most of the VAE errors are be‐
tween 0.01 and 0.03. The GAN errors are smaller than VAE
errors, and most of their errors are between 0.01 and 0.02.
IGAN has the smallest errors, most of which are between 0
and 0.01. For solar plants, IGAN and GAN have similar per‐
formances, which are better than VAE. As far as power
loads are concerned, the errors of GAN and IGAN mainly
range from 0 to 0.05, and the performance of IGAN is slight‐
ly better than that of GAN. Most errors of VAE are between
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0.05 and 0.3. In general, the performance of IGAN is better
than those of GAN and VAE in terms of capturing spatial
correlation, which shows that replacing the least squares loss
function with the cross-entropy loss function can improve
the performance of GAN.

B. RVC

As shown in Fig. 11, the modified IEEE 33-bus radial dis‐
tribution system is used to verify the effectiveness of the pro‐
posed method [38]. The voltage magnitude base is 12.66 kV.
The tap position of the on-load tap changer includes 17 tap
positions, and the transformer ratio ranges from -8× 1.25%
to 8´ 1.25%. The shunt capacitor banks are added at the
nodes 10 and 14, the number of which is 15 banks. The ca‐
pacity of each bank is 100 kvar. The SVC is added at node
17 and some micro-turbines are added at node 28. The reac‐
tive power of micro-turbines and SVC ranges from -1000 to
1000 kvar. Two solar plants are added at nodes 21 and 33.
Two wind farms are added at nodes 7 and 25. The data of re‐
newable energies and power loads of 32 nodes are generated
by IGAN.

The number of generated scenarios should be large
enough to adequately capture the uncertainties of renewable
energies and loads. Therefore, eight thousand random noises
sampled from Gaussian distribution are fed to the generator
to obtain the scenarios of renewable energies and power
load of nodes. To reduce the complexity of the algorithm,
the K-means is used to reduce the number of similar scenari‐
os. Specifically, K needs to be set artificially. If K is too
small, the new scenarios cannot reflect enough information
about the original ones. On the contrary, if K is too large,
the proposed method will become very complex and con‐
sume a lot of computing time. In this paper, the sum of the
squared error (SSE) is used to determine the optimal K. The
SSE of renewable energies and power loads at different K
are shown in Fig. 12.

With the increase of K, the number of samples in each
group becomes smaller, and each sample is closer to the cen‐
troids, resulting in SSE becoming smaller. When K is less
than the optimal value, the increase of K greatly reduces the
distance between the centroid and each sample in each
group. Therefore, SSE decreases rapidly in the early stage.
When K is greater than the optimal value, the increase of K
has little effect on the decrease in distance. Consequently,
SSE decreases slowly in the late stage. In general, the rela‐
tionship between SSE and K is like a visual “elbow”, which
is the optimal number of scenarios. As we can see, at K =
300, the curve begins to flatten significantly, so three hun‐
dred typical scenarios with different forecasting errors for re‐
newable energies and loads are selected for RVC in this pa‐
per. Furthermore, Fig. 13 shows the CPFs of the real sam‐
ples and the generated samples after reduction. Obviously,
the 300 generated samples accurately capture the probability
distribution characteristics of the real samples, which show
that the 300 samples selected by K-means can be used in ro‐
bust optimization.

To compare the performance of DVC and RVC models, it
assumes that the upper limit of the voltage is 1.05 p.u. and
the lower limit of voltage is 0.95 p.u. for generic nodes.

Table I, Table II, and Fig. 14 show the voltage and power
loss of the DVC and RVC model in different scenarios. In
the solution of the DVC model, the turbines and SVC output
a lot of reactive power, which reduces the power loss and
raises the voltages. In the normal scenario, the solution of
the DVC model can control the voltages within the limit and
the power loss is very small. However, the solution of the
DVC model is not suitable for extreme scenarios (e. g., the
loads are small and the output power of renewable energies
is large), in which the voltages of some nodes (e.g., node 17
and 18) are greater than 1.05 p. u. In the solution of the
DVC model, the gas turbine and SVC absorb a lot of reac‐
tive power, which increases the power loss and reduces the
voltages. Although the solution of the RVC model results in
the power loss in the normal scenario larger than that of
DVC model, it can ensure that the voltage of each node in
the extreme scenarios does not exceed the upper limit.
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TABLE I
VOLTAGE AND POWER LOSSES IN DIFFERENT SCENARIOS

Scenario

Normal

Extreme

DVC

Loss (kW)

43.49

31.01

Voltage (p.u.)

[1.02, 1.05]

[0.93, 1.05]

RVC

Loss (kW)

80.36

52.74

Voltage (p.u.)

[0.99, 1.05]

[1.01, 1.05]
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Similarly, there may be another extreme scenario (e.g., the
loads are large and the output power of renewable energies
are small) where the voltage of some nodes exceeds the low‐
er limit. As shown in Table III, Table IV, and Fig. 15, the
RVC model adjusts the state of the equipment, so that the
voltage can always be safe in both normal and extreme sce‐
narios.

To analyze the importance of the generated scenario quali‐
ty for the RVC model, Fig. 16 shows the results of the RVC
model considering the uncertainties of renewable energies
and loads based on the traditional method (e. g. VAE) and
IGAN.

Obviously, the solution of extreme scenarios from VAE
cannot guarantee that the voltage is not less than the lower
limit of extreme scenarios from IGAN, while it can ensure
the safe operation of the power system in any scenario. VAE
prefers to generate simple data and avoid extreme scenarios
with a small number in the training set [13]. Therefore, the
errors between normal scenarios and extreme scenarios gen‐
erated by VAE are smaller than the real errors. In this case,
it can be considered that the extreme scenario generated by
IGAN is more suitable for RVC than the extreme scenario
generated by VAE, because the probability distribution of
the scenarios generated by IGAN is very close to the real
scenarios, which have been proven in Section V-A.

To further compare the performance of DVC and RVC
models in different scenarios, the IGAN is used to generate
2000 scenarios, and calculate the power flow and voltage of
these scenarios. Then, the voltages and power loss of each
scenario are caculated as shown in Table V-A.

It is obvious that the voltage will exceed the limit in some
scenarios if the results of the DVC model are used. In con‐
trast, the results of the RVC model can ensure that the volt‐
ages are safe in all scenarios, but it comes at the cost of
power loss.

C. Performance Tests for IWPA

In addition to the proposed IWPA, the WPA, GA, ABC,
and ICA are also set up for comparison. Stability, speed of
convergence, and accuracy are used to evaluate the perfor‐
mance of these algorithms. In order to ensure a fair bench‐
mark, many experiments are carried out to find the best
structure and hyper-parameters of each method. The best pa‐
rameters of IWPA are shown as follows.

The wolf pack consists of 50 wolves, which include 25
scout wolves and 25 ferocious wolves. The h is equal to 1 in
scouting behavior. The step size is adaptive for IWPA. Be‐
sides, the p is equal to 0.7 in communication behavior. The
maximum numbers of iterations are 100.

In order to fully test the performance of the algorithm,
each algorithm is tested 50 times independently, and the re‐

TABLE II
PARAMETERS OF EACH EQUIPMENT

Model
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Fig. 14. Voltage amplitude of each node in different scenarios. (a) DVC.
(b) RVC.

TABLE III
VOLTAGE AND POWER LOSSES IN DIFFERENT SCENARIOS

Scenarios

Normal

Extreme

DVC

Loss (kW)

43.49

173.67

Voltage (p.u.)

[1.02, 1.05]

[0.93, 1.05]

RVC

Loss (kW)

53.04

168.21
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Fig. 15. Voltage amplitude of each node in different scenarios. (a) DVC.
(b) RVC.

TABLE IV
PARAMETERS OF EACH EQUIPMENT

Model

DVC

RVC

Turbine (kvar)

787.41

324.26

SVC (kvar)

226.30

84.40

Capacitor 1
(kvar)

400
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Capacitor 2
(kvar)

300

300
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1.02

1.06
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Fig. 16. Voltage amplitude of each node in different scenarios. (a) VAE.
(b) IGAN.

TABLE V
STATISTICAL RESULTS OF VOLTAGE AND POWER LOSSES

Model

DVC

RVC

No. of insecure
scenarios

115

0

Percentage of insecure
scenarios (%)

5.75

0

Mean of power
loss (kW)

50.95

57.31
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sults are shown in Table VI and Fig. 17.

For the speed of convergence, ABC has the worst conver‐
gence performance, and convergence requires about 49 itera‐
tions. Although the convergence speed of WPA is faster than
that of IWPA, its accuracy is not high, which shows that
WPA is easy to fall into the local optimum. Besides, the con‐
vergence speed of IWPA is faster than those of GA and
ICA. For stability, IWPA is better than that of other methods
by comparing the standard deviation. The stability of GA
and ICA is similar. The standard deviation of ABC and WPA
is large, which indicates that the result of the optimization is
not very stable. For accuracy, the optimal solution, the worst
solution, and the average solution of IWPA are better than
other methods. In general, IWPA shows better performance
than traditional methods in terms of convergence speed, ac‐
curacy, and stability for RVC.

VI. DISCUSSION

The objective of this paper is to propose a new method
based on IGAN and IWPA to guarantee the safe operation of
the distribution network in any scenario. In this paper, the ef‐
fectiveness of the proposed IGAN is tested on the smart me‐
ter dataset from low carbon London project and the dataset
of renewable energies from NREL including wind farms, so‐
lar plants, and power loads. Furthermore, IGAN can be used
to generate scenarios for renewable energies and loads from
different places by adjusting the structure and parameters.
Besides, the IWPA can be generalized to solve other optimi‐
zation problems such as reactive power optimization for the
distribution network.

VII. CONCLUSION

In this paper, an RVC model is proposed to cope with the
uncertainties of renewable energies and loads via a novel
GAN. Two strategies are proposed to improve the traditional

GAN, since the data it produces have low quality and the
training is not stable. Furthermore, a new IWPA is presented
to solve the formulated RVC model. Based on simulation re‐
sults, the conclusions are as follows.

1) IGAN can accurately capture the probability distribu‐
tion characteristics and dynamic nonlinear characteristics (e.
g., fluctuation and temporal-spatial correlation) of renewable
energies and loads, which makes the scenarios generated by
IGAN more suitable for RVC than those generated by tradi‐
tional methods, e.g., traditional GAN and VAE.

2) If the error between the actual value and the predicted
value is large, the solution of the DVC model may make the
voltage exceed the limit. In contrast, the results of the RVC
model can ensure that the voltages are safe in all scenarios
but it comes at the cost of power loss.

3) After independent repeated tests, the results show that
the IWPA has better performance than traditional methods (e.
g., the GA, ABC, WPA, and ICA) in terms of convergence
speed, accuracy, and stability for RVC.

For future work, some other generative networks may also
be suitable for robust optimization in the distribution net‐
work. How to apply these generative networks to the optimi‐
zation of distribution network deserves further study.
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