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Abstract——In the face of the pressing environmental issues,
the past decade witnessed the booming development of the dis‐
tributed energy systems (DESs). A notable problem of DESs is
the inevitable uncertainty that may make DESs deviate signifi‐
cantly from the deterministically obtained expectations, in both
aspects of optimal design and economic operation. It thus neces‐
sitates the sensitivity analysis to quantify the impacts of the
massive parametric uncertainties. This paper aims to give a
comprehensive quantification, and carries out a multi-stage sen‐
sitivity analysis on DESs from the perspectives of evaluation cri‐
teria, optimal design and economic operation. First, a mathe‐
matical model of a DES is developed to present the solutions to
the three stages of the DES. Second, the Monte-Carlo simula‐
tion is carried out subject to the probabilistic distributions of
the energy, technical and economic parameters. Based on the
simulation results, the variance-based Sobol method is applied
to calculate the individual importance, interactional importance
and total importance of various parameters. The comparison of
the multi-stage results shows that only a few parameters play
critical roles while the uncertainty of most of the massive pa‐
rameters has little impact on the system performance. In addi‐
tion, the influence of parameter interactions in the optimal de‐
sign stage are much stronger than that in the evaluation crite‐
ria and operation strategy stages.

Index Terms——Sensitivity analysis, uncertainty, operation, de‐
sign, optimization, parameter characteristic, distributed energy
system (DES).

I. INTRODUCTION

DISTRIBUTED energy systems (DESs), which incorpo‐
rate different renewable energies and various loads [1],

have attracted worldwide attention due to the high efficien‐
cy, environmental friendliness and high flexibility [2], [3].
However, there still remains some obstacles that prohibit the
development of DESs, such as the parametric sensitivity that
may significantly deteriorate the performance from determin‐

istically obtained expectations. To this end, sensitivity analy‐
sis is employed to investigate the influence of the numerous
parameters in the DESs. Considering that each parameter
may have different volatilities, the importance of the parame‐
ters should be carefully examined, which will be beneficial
for the optimal design and economic operation of DESs [4].

Currently, there are two primary methods for sensitivity
analysis: local sensitivity analysis (LSA) and global sensitivi‐
ty analysis (GSA) [5]. However, most of the literature relat‐
ed to sensitivity analysis of DESs adopts the LSA method
because of its simplicity. These studies are mainly carried
out in one of the three stages, i.e., the evaluation criteria, op‐
timal design, and operation strategy.

Sensitivity analysis of the evaluation criteria has been ex‐
tensively studied, considering that there are many evaluation
criteria of the DESs. These studies are performed in various
types of criteria, e.g., economy [6], [7], energy [8], [9], exer‐
gy [10], and environmental performance [11], [12]. In addi‐
tion to these criteria, sensitivity analysis of the optimal de‐
sign has also been extensively investigated. The chosen pa‐
rameters for sensitivity analysis are generally divided into
three categories: energy, economic, and technical parameters.
The energy parameters are either from the user side, namely
the different kinds of energy demand [13], [14], or from the
supply side of the renewable energies such as wind speed
[15], solar irradiation [16], etc. As for economic parameters,
the typical parameters for sensitivity analysis are the electric‐
ity price [17], [18], fuel price [17], [19], interest rate [19],
and equipment investment cost (IC) [16], [20]. Technical pa‐
rameters also affect the design results of DESs. For exam‐
ple, [20] studies three values of thermal-to-electrical demand
ratio to investigate their influence on the results of the opti‐
mal design. Reference [18] studies the influence of the size
of absorption chiller (AC) and thermal storage device on the
system performance. Compared with the two stages above,
there are also many papers devoted to the sensitivity analy‐
sis of the operation strategy of DESs using the LSA method.
For instance, [21] analyzes the impact of electricity buy-
back, carbon tax, and fuel switching to biogas on the opera‐
tion results. The influence of penetration of renewables on
daily energy cost and CO2 emission, and the impact of pene‐
tration levels on the system performance are analyzed under
the stochastic operation strategy [22].

Despite the convenience of the LSA method, it has certain
drawbacks as this approach is realized by changing the cho‐
sen variable while all other variables are fixed. Hence, the
LSA method can only account for the influence of a single
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parameter on the output [4]. In contrast to the LSA method,
not only the influence of one parameter alone, but also the
effect of the interactions between the parameter and all oth‐
ers can be considered by GSA [23]. Moreover, the impor‐
tance of the parameter and its rank can be calculated quanti‐
tatively. Therefore, the GSA can be used to analyze the pa‐
rameter characteristics more accurately and comprehensively.

The GSA has been widely applied in many fields such as
the building performance analysis [24], urban microclimate
system [25], sinter cooling process [26], and carbon dioxide
energy storage system [27]. However, only few works use
the GSA to analyze the parameters of DESs. For instance,
[28] applies a sensitivity analysis toolbox to examine the sen‐
sitivity analysis of the levelized cost of electricity of each
technology. A two-step sensitivity analysis for the optimal
design of a DES is proposed, and 12 parameters are chosen
for sensitivity analysis based on the variance-based Sobol
method [4]. The influence of the uncertainties of the renew‐
able energies and the load demands on the power flow of mi‐
crogrids is evaluated by a density-based GSA [29]. The un‐
certainty of parameters is assessed in the long-term planning
of the fossil-free energy systems with high integration of
wind power to identify the most critical parameters by the
Morris method [30]. Sensitivity analysis of the energy de‐
mand of electric city bus is performed, and the results show
that the ambient temperature, rolling resistance and payload
uncertainty contribute most to the demand [31]. However,
these works examine the parameters only from a specific
stage of DESs. A comprehensive parameter sensitivity analy‐
sis covering the evaluation criteria, optimal design and eco‐
nomic operation based on GSA has not been reported. There‐
fore, further study about GSA of DESs is also needed.

This paper is to explore the parameter sensitivity compris‐
ing the multi-stage of DESs instead of only a certain aspect.
Moreover, the importance of parameters is evaluated quanti‐
tatively for the whole parameter set by using the variance-
based Sobol method, which is a model-free approach and
easy to implement [5]. Therefore, the sensitivity analysis of
all the parameters of the DESs can be analyzed comprehen‐
sively.

The primary contributions of this paper are as follows.
1) A variance-based Sobol method is applied to a DES.
2) The multi-stage sensitivity analysis of the DES is per‐

formed.
3) Importance of the individual, interactional and total ef‐

fects of 43 parameters are discussed.
The remainder of this work is as follows. The system

mathematical model of a DES is established in Section II.
Then, the solutions to the evaluation criteria, optimal design
and economic operation strategy of the DES are presented in
Section III. Next, the methodology of the variance-based So‐
bol method based on Monte-Carlo simulation is introduced in
Section IV. Section V describes the results of sensitivity analy‐
sis at different stages, and then analyzes the multi-stage sensi‐
tivity results. Finally, conclusions are drawn in Section VI.

II. COMPONENT MODELLING OF A DES

Without loss of generality, a typical grid-connected DES
scenario is exemplified for sensitivity study in this paper, as

shown in Fig. 1. It can be seen that the total cooling demand
is split into the duty of electrical chiller (EC) and AC, and
the heat source is even more diversified, including gas tur‐
bine (GT), gas boiler (GB) and solar thermal (ST) collector.
The utility grid is able to provide the backup power in face
of the shortage of power of the photovoltaic (PV) array. To
describe the intermittence of solar energy and loads, a typi‐
cal profile of cooling, heating and radiation is depicted in
Fig. 2 [32]. Notably, a battery (BA) and thermal tank (TA)
are incorporated into the DES to improve the flexibility and
overall efficiency. The modelling of each component and the
variables are explained thereinafter.

A. PV Array and ST Collector

There are two devices to exploit solar energy: the PV ar‐
ray and ST collector. The electricity converted from solar ra‐
diation by the PV array, PPV; and the heat absorbed from the
ST collector, QST, are calculated [22], [32]:

PPV (t)= ηPV APV I (t) (1)

QST (t)= ηST AST I (2)

where ηPV and ηST are the electrical efficiency of a PV array
and the thermal efficiency of an ST collector, respectively;
APV is the PV area; AST is the total area of the collector; and
I is solar radiation.

Considering the space limitation, the following constraint
on the total area of the array and collector should be satis‐
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Fig. 1. Schematic diagram of proposed grid-connected DES.
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Fig. 2. Profiles of multi-energy sources and load demands.
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fied.

AST +APV =A (3)

where A is the total area constraint of an ST collector and
PV.

The operation costs of the PV array and the ST collector,
OCPV and OCST, are written as (4) and (5), respectively:

OCPV (t)=KPV PPV (t) (4)

OCST (t)=KSTQST (t) (5)

where KPV and KST are the maintenance costs of the PV array
and ST collector, respectively.

B. GT and GB

To improve the reliability of the DES, a GT working as a
controllable power source is installed to compensate for the
inevitable volatility of solar radiation. The generated electric‐
ity of the GT PGT can be calculated by:

PGT (t)= ηGT FGT (t) (6)

where ηGT is the power efficiency; and FGT ( )t is the supplied
energy of natural gas in low heat value [13], [33].

Under the ratio of thermal energy to the supplied energy
τGT , the waste heat from the GT QGT is calculated by [33]:

QGT (t)= τGT

PGT ( )t
ηGT

(7)

In addition to the GT, a GB is also installed in the DES
for heat supplement, and the heat generated by the GB QGB

is calculated by:

QGB (t)= ηGB FGB (t) (8)

where FGB ( )t is the supplied energy of natural gas; and ηGB

is the thermal efficiency of the GB [22].
The operation cost of the GT OCGT, which consists of the

fuel cost and maintenance cost, is:

OCGT (t)= λgas

PGT ( )t
ηGT

+KGT PGT (t) (9)

where λgas is the gas price; and KGT is the maintenance costs
of GT. The operation cost of GB OCGB has similar form as:

OCGB (t)= λgas

QGB ( )t
ηGB

+KGBQGB (t) (10)

where KGB is the maintenance costs of GB.

C. AC and EC

AC is widely used in DESs due to its important character‐
istics that the waste heat can be used to produce cooling en‐
ergy. Therefore, a double-effect AC is applied here in addi‐
tion to the EC. For the given coefficient of performance
(COP), the output cooling energy of the two devices can be
expressed as follows [22], [34]:

CAC (t)=QAC (t) ×COPAC (11)

CEC (t)=PEC (t) ×COPEC (12)

where QAC ( )t is the heat needed to produce the cooling; PEC

is the consumed electricity; and CAC and CEC are the outputs
of the AC and EC, respectively.

The corresponding operation costs of the AC and the EC

are expressed as below:

OCAC (t)=KACQAC (t) (13)

OCEC (t)=KEC PEC (t) (14)

where KAC are KEC are the maintenance cost of the AC and
the EC, respectively.

D. BA and TA

Storage devices are essential to shake and shift the loads,
and to reduce the impact of the stochastic characteristics of
solar energy. Considering the similarities of the formulations
between a BA and a TA, only the model of the thermal tank
is presented here. The amount of energy stored in the ther‐
mal tank STA is expressed as [1]:

STA (t)= STA (t - 1)+QTAch (t)ηTAchDt - QTAdch ( )t ηTAdch Dt (15)

where QTA ( )t is the charge or discharge rate at time t; ηTA,ch

and ηTA,dch are the charging and discharging efficiencies, re‐
spectively; and Dt is the sampling time which is simplified
as 1 hour.

During the iteration at every time instant, the state of
charge/discharge of the thermal tank is decided by a binary
value. Moreover, the amount of energy, charging and dis‐
charging rates of the thermal tank should satisfy the con‐
straints:

ì

í

î

ï

ï
ïï

ï

ï
ïï

STAmin £ STA ( )t £ STAmax

0£QTAch ( )t £ δTAchQTAchmax

0£QTAdch ( )t £ δTAdchQTAdchmax

δTAch + δTAdch £ 1

δÍ { }01

(16)

where δ is the state of charge/discharge of the thermal tank.
Under the assumption that the maintenance costs of the

charge and discharge process are the same, the operation
cost of the thermal storage tank can be calculated as:

OCTA (t)=KTA (QTAch (t)+QTAdch (t)) (17)

where KTA is the maintenance cost of the thermal storage
tank.

The cost of the purchasing electricity from the grid for the
grid-connected DES is calculated as:

OCGD (t)= λel PGD (t) (18)

where λel is the electricity price; and PGD ( )t is the electricity
purchased from the grid.

E. Balance of Multi-energy

As shown in Fig. 2, there are three energy demands: cool‐
ing, heat and electricity. The cooling demand is satisfied
through the EC and the AC.

CAC (t)+CEC (t)=CL (t) (19)

The heat from the GB, GT, ST collector and thermal dis‐
charge of the tank are collected to supply the heat demand,
the heat for the AC, and the charging rate according to the
energy balance:

QGB (t)+QGT (t)+QST (t)+QTAdch (t)=QAC (t)+QL (t)+QTAch (t)
(20)
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Similarly, the balance of the electricity is shown as below:

PGD (t)+PPV (t)+PGT (t)+PBAdch (t)=PEC (t)+PL (t)+PBAch (t)
(21)

III. MULTI-STAGE EVALUATION AND OPTIMIZATION

A. Evaluation Criteria

There are many kinds of evaluation criteria for DESs.
This paper takes the annual energy consumption (AEC) from
thermal engineering perspective and the annual total cost
(ATC) in economic point of view as example. According to
the energy conservation, the AEC is the sum of the fossil fu‐
el needed to generate the grid electricity and the consumed
natural gas for the GT and GB, which can be calculated as
[32], [35]:

AEC = 365∑
t = 1

24 ( )PGD ( )t
ηgre

+FGB ( )t +FGT ( )t (22)

where ηgre is the grid transport efficiency.
The ATC consists of two parts, i.e., the IC and the annual

operation cost of different devices [32], [35], which can be
expressed as:

ATC =∑
j = 1

ne r(1+ r)nj IC( j)

r(1+ r)nj - 1
+ 365∑

j = 1

ne∑
t = 1

24

OCj ( )t (23)

where r is the interest rate; nj is the service life of the de‐
vice j; ne is the number of the equipment; and IC and OC
are the IC and operation cost of the devices in the DES, re‐
spectively.

In order to calculate these two criteria, the device capacity
and operation strategy of each DES must be given. Table I
shows the nominal capacity of each device, and the follow‐
ing thermal load (FTL) operation strategy is applied [32].
During the FTL operation, the heat needed for the AC is
first calculated; then the equivalent heat can be obtained by
adding the heat to the heat load.

After that, the difference between the equivalent heat and
the heat collected from the ST collector is calculated. If the
heat is sufficient, the excess heat is sent to the thermal tank;
conversely, the GT starts first, and then the GB will start
next if the heat is still not enough. The shortage of cooling
is replenished by the EC; then the equivalent electricity de‐
mand can be derived. During the operation, the excess elec‐
tricity generated by the PV array and the GT is stored in the
BA; conversely, the electricity is supplemented by the BA

first and then by the grid electricity to ensure the balance of
the electricity.

B. Optimal Design of DES

Instead of giving the nominal capacity for the evaluation
criteria, the purpose of the optimal design is to find the opti‐
mal capacity of devices. Taking the ATC as the objective
function and considering the multiple constraints, the opti‐
mal design problem of the DES is expressed as below:

ì

í

î

ïï
ïï

min ATC =∑
j = 1

ne r(1+ r)nj IC( j)

r(1+ r)nj - 1
+ 365∑

j = 1

ne∑
t = 1

24

OCj ( )t

s.t. ( )3 ( )15 ( )16 ( )19 - ( )21

(24)

It can be seen that the objective function consists of two
parts: the IC and the operation cost. The IC depends on the
capacity of each device, while the operation cost is affected
by the device capacities. Hence, the decision variables are
composed of capacity variables and the operation variables.

The capacity variables of the problem are PGT, QGB, CAC,
PEC, APV, AST, STA, and SBA, and their ranges are listed in Table
II. Then the IC of the ATC can be calculated based on these
variables. The operation variables are the hourly output of
each device, i. e., PGT ( )t , QGB ( )t , CAC ( )t , PEC ( )t , PBA,ch ( )t ,

PBAdch ( )t , QTAch ( )t , QTAdch ( )t , and the charging/discharging

state sign δ for tÎ[124]. However, these operation variables
must be constrained within the capacity variables, which
means that the operation variables are dependent on the ca‐
pacity variables. The ideas for the optimal design problem
are as follows:

Step 1: define the capacity variable of each device within
the given range, then the total IC can be obtained.

Step 2: define the hourly operation variables of each de‐
vice, then the total operation cost can be obtained. Note that
the range of these sub-variables depend on the capacity vari‐
ables in Step 1.

Step 3: all the solution processes are coded on MATLAB,
and the optimization problem is solved by the YALMIP.

C. Economic Operation Strategy of DES

The purpose of the operation strategy is to coordinate dif‐
ferent devices to satisfy the balances of electricity, and cool‐
ing and heat demand under system-level and device-level
constraints. There are diverse trajectories to satisfy these re‐
quirements. Consequently, the hourly dispatch results in the
evaluation criteria, and optimal design stages may be not the
most economic results. Therefore, the economic operation
strategy is formed as below.

TABLE I
NOMINAL CAPACITY OF DEVICES IN DES

Variable

PGT

QGB

CAC

PEC

QTA,ch,max

QTA,dch,max

Nominal capacity

250 kW

350 kW

200 kW

150 kW

400 kW

400 kW

Variable

AST

APV

STA

SBA

PBA,ch,max

PBA,dch,max

Nominal capacity

750 m2

750 m2

800 kWh

800 kWh

400 kW

400 kW

TABLE II
RANGE OF CAPACITY VARIABLES FOR OPTIMAL DESIGN

Variable

PGT

QGB

CAC

PEC

Range

[0, 350]kW

[0, 350]kW

[0, 400]kW

[0, 200]kW

Variable

AST

APV

STA

SBA

Range

[0, 1500]m2

[0, 1500-AST]m2

[0, 1000]kWh

[01000]kWh
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ì

í

î

ïï
ïï

min OCday =∑
j = 1

ne∑
t = 1

24

OCj ( )t

s.t. ( )15 ( )16 ( )19 - ( )21

(25)

As can be seen, the daily operation cost OCday is the sum
of different cost terms consisting of the purchased electricity
and the operation costs of the GT, GB, AC, EC, BA, TA, ST
collector, and PV array.

Under the nominal capacity of devices, the decision vari‐
ables of economic operation are the hourly values of PGT ( )t ,
QGB ( )t , CAC ( )t , PEC ( )t , PBAch ( )t , PBAdch ( )t , QTAch ( )t , QTAdch ( )t ,
and the charging/discharging state sign δ for tÎ[124], while
the outputs of renewable energy PPV and QST are uncontrolla‐
ble variables. The decision variables are similar to the opera‐
tion variables in the optimal design stage with the difference
being the objectives. The economic operation is formulated
as a mixed-integer linear optimization problem which can be
readily solved similarly.

IV. SENSITIVITY ANALYSIS METHODOLOGY

After the introduction of the evaluation criteria, the opti‐
mal design and economic operation of the DES, this section
describes how to perform sensitivity analysis of various pa‐
rameters. The schematic flowchart of the multi-stage sensitiv‐
ity analysis is presented in Fig. 3.

A. Parameter Characteristics of DES

As shown in Fig. 3, the first step in sensitivity analysis is
to describe the parameter characteristics. There are many pa‐
rameters in the DES whose values will deviate from the
nominal values. Therefore, some known probability density
functions, e. g., normal or half-normal distributions, are as‐
signed to these parameters to simulate the possible devia‐
tions. At the same time, for a clearer description, all the pa‐
rameters are broadly divided into three categories: the ener‐
gy, technical and economic parameters. The technical param‐
eters are further divided into efficiency coefficients and the
service life, while the economic parameters are composed of
the investment, maintenance, and the energy purchasing
costs. In order to equally simulate the contributions of all pa‐
rameters, their fluctuation ranges are constrained to be with‐
in the ±10% of the nominal value, except for some parame‐

ters with the maximum efficiency of 1. Detailed information
for these parameters can be found in Tables AI-AIII in Ap‐
pendix A where they are marked in order for convenience.

B. Monte-Carlo Simulation

There are three steps to perform the Monte-Carlo simula‐
tion. The first is to characterize the uncertainty forms. Next,
samples are taken based on the probabilistic distributions.
Then, the samples are inputted to the deterministic model
for simulation, and the massive simulations are examined to
analyze the system performance under the influence of uncer‐
tainties. After defining the probability density functions, the
key point is how to sample based on the given probabilistic
forms.

First, the corresponding range of the probability of each
parameter is calculated according to the real input range of
parameters in Tables AI-AIII in Appendix A. These probabili‐
ty ranges are then used to generate the Sobol sequence. This
sequence is specially designed to generate samples over the
unit hypercube with low discrepancy properties [36]. Howev‐
er, to get the real parameter value, the corresponding cumula‐
tive distribution function (CDF) of each parameter is also
needed. Based on the CDF and the probability derived from
the Sobol sequence, the real values of the parameters are de‐
rived. This completes the sampling process in accordance
with the probability density functions of all parameters. Af‐
ter the sampling, the real value matrix of all parameters in
the DES is shown as below:

D=

é

ë

ê

ê
ê
êê
ê

ù

û

ú

ú
ú
úú
ú

x11 x12  x1p

x21 x22  x2p

  
xN1 xN2  xNp

(26)

where x is a specific parameter; p is the number of the pa‐
rameters; and N is the sample size. According to the vari‐
ance-based Sobol method, N equals k ( )p+ 1 if the first-order
and total-order indices are exclusively calculated. k is a coef‐
ficient where its value is a trade-off between the computa‐
tion cost and accuracy [36].

Based on the matrix, these samples are inputted to the
DES coded for deterministic simulations. Then, the simula‐
tion results of the evaluation criteria, optimal design and eco‐
nomic operation are recorded. Based on the Monte-Carlo
simulation results, the GSA of each stage is performed using
the variance based Sobol method.

C. Variance-based Sobol Method

The variance-based Sobol method is a data-driven algo‐
rithm which can quantitatively calculate the influence of a
parameter on the output. This method is essentially a vari‐
ance decomposition technique [36]. For a square integrable
function Y = f ( )X1X2XiXk with its definition over k-

dimensional unit hypercube, it can be decomposed as:

Y = f0 +∑
i

fi +∑
i
∑

j > i

fij+∑
i
∑

j > i
∑

l > j

fijl+ (27)

All the terms in (27) are linked by their partial variance
Vij, then the variance can be used to calculate the sensitivity
indices Sij [36]:

Monte-Carlo simulationParameter characteristics

Define parameters

Generate Sobol sequence

Calculate CDF

Calculate real input value dataset

Parameter categories: energy,
technical and economic

Probability density functions:
normal, half-normal,
exponential, uniform

Variance-based Sobol method

Calculate
S1, Sa, ST

index

Sensitivity
analysis

Correlation
test

Multi-stage
dataset Output

Evaluation criteria: min AEC, min ATC

Optimal design: min ATC
Economic operation: min OCday

Fig. 3. Schematic flowchart of multi-stage sensitivity analysis of DES.
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1=∑
i

Vi

V ( )Y
+∑

i
∑

j > i

Vij

V ( )Y
+∑

i
∑

j > i
∑

l > j

Vijl

V ( )Y
+=

∑
i

Si +∑
i
∑

j > i

Sij+∑
i
∑

j > i
∑

l > j

Sijl+ (28)

As shown in (28), there are different sensitivity indices of
the Sobol method, but the most commonly used are the first-
order and the total-order sensitivity indices. This is because
the first-order index only represents the influence of a single
parameter change on the input, while the total-order sensitivi‐
ty index considers both the influence of a parameter change
itself and the interactional effect between the parameter and
other parameters.

Based on these two indices, the influence of the individu‐
al and total effect of each parameter on system performance
can be obtained. According to [4] and [36], the first-order
and total-order sensitivity indices can then be calculated as
below.

S1i =
VXi ( )EX⊗i

( )Y|Xi

V ( )Y
(29)

STi =
EX⊗i

( )VXi
( )Y|X⊗i

V ( )Y
(30)

where X⊗i contains all parameters but parameter Xi; Y|Xi is
the output value when Xi is fixed; EX⊗i

(Y|Xi) is the mean of

all outputs of X⊗i; VXi
(Y|X⊗i) is the variance of all output

values of Xi when the other parameters X⊗i are fixed;

EX⊗i
(VXi

(Y|X⊗i)) is the expected value under all possible

X⊗i, and VXi (EX⊗i
(Y|Xi)) is the variance given all possible Xi.

Therefore, the S1 index can be represented as “expected re‐
duction in the output variance that would be obtained if Xi

could be fixed” [4], [37]. Similarly, ST index can be interpret‐
ed as “expected variance that would remain if all factors but
Xi could be fixed” [4], [37].

Based on S1 and ST, the parameter interaction index, which
represents the coupling degree of a parameter with the oth‐
ers, can be calculated quantitatively as:

Sa = S1 - ST (31)

The values of S1, ST, and Sa indicate the individual impor‐
tance, total importance and interactional importance of a pa‐
rameter, respectively, and the importance rank of all the param‐
eters can be obtained based on the importance values. These
are the main sensitivity indices of parameters in the work.

However, the correlation of the input parameters should be
tested before the sensitivity analysis because high correlation
data will affect the accuracy of sensitivity results [36]. Conse‐
quently, the Pearson correlation below is examined.

ρ=
∑

t = 1

n

(xit - x̄i)(xjt - x̄j)

∑
t = 1

n

(xit - x̄i)
2 ∑

t = 1

n

(xit - x̄j)
2

(32)

where xi is the ith parameter; and x̄i is the average of n samples.
The closer the result is to 1, the higher the correlations are.

After the examination of correlation test of the parame‐

ters, the multi-stage GSA can be carried out. According to
the approach, the sensitivity of all parameters in the DES can
be analyzed and compared systematically and comprehensive‐
ly.

V. RESULTS AND DISCUSSION

Figure 4 illustrates the Pearson coefficients between some
parameters when taking the AEC as the objective. Consider‐
ing that other parameters have similar characteristics, they
are not plotted here for readability. It can be clearly seen in
Fig. 4 that the correlation between variables is very small.
This suggests that the parameters in the DES can be consid‐
ered as independent.

In addition to the parameter correlation test, the sample
size also has great impact on the result. Therefore, the S1 in‐
dex of the first 11 parameters in the DES is plotted in Fig. 5
with AEC as the evaluation criteria under different sample
sizes. It can be obtained that with the increase of the coeffi‐
cient k, the result of the S1 index tends to stabilize. Although
adopting larger k will increase the accuracy, the coefficient
k, which is equal to 200, is chosen for the sensitivity analy‐
sis considering the trade-off between the accuracy and the
computation cost.

A. Sensitivity Analysis of Evaluation Criteria

For readability, energy parameters are marked as 1-4, effi‐
ciency coefficients and service life of devices are marked as
5-16 and 17-24, together with maintenance cost and IC as
25-32 and 41-43; while numbers 44-46 are the rate, gas
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price and electricity price, respectively. Based on this num‐
bering method, the sensitivity analysis of the evaluation crite‐
ria is shown in Fig. 6.

It can be seen that the ICs ICPV, ICST, ICGT, and ICBA have
a significant impact on the ATC, while the energy and techni‐
cal parameters have little importance. As for the AEC, the
energy parameters are the most influential ones, followed by
some of the technical parameters such as COPAC, ηST , ηGT

and τGT . While all the economic parameters have no effect
on the AEC because there is no economic term in the AEC
criteria. Therefore, the sensitivity of parameter category sig‐
nificantly depends on the type of the evaluation criteria.

It can also be found that among the massive parameters in
the DES, only a few parameters have a critical effect on the
output, while the influence of most parameters is negligible
even in different criteria. This means that even though the
values of these parameters fluctuate between [-10%,10%] of
the nominal value, the change of the criteria is much smaller
compared with the most influential ones. Hence, attention
should be paid to the dominant parameters. What is more,
the difference between S1 and ST is very small for the two
criteria, indicating that the interactional importance of param‐
eters in the evaluation criteria is weak.

B. Sensitivity Analysis of Optimal Design

The S1 index of the optimal capacity of different devices
is shown in Fig. 7. It can be seen that there are also only a
few parameters significantly affecting the optimal capacity
of a device, while most of the parameters have little influ‐
ence. More importantly, different devices have the same
most important parameters, namely ICPV, ICST, and ICGT. This
suggests that the initial cost of the renewable devices takes
up an influential portion of the ATC. In addition, changes in
energy parameters, especially the cooling and heat parame‐
ters, also affect the optimal results of most devices. Howev‐
er, the contributions of the efficiency coefficients, the energy
prices and interest rate are limited. But the service life and
the maintenance cost of devices are the least sensitive. This
suggests that the contribution of parameter categories is vari‐
ous. Note that the result of the thermal storage tank is not
plotted since the optimal capacity is always approximately

zero under all conditions.

As introduced in Section IV-C, only the individual impor‐
tance of the parameter is considered in S1, while the differ‐
ence between S1 and ST indicates the influence of interaction‐
al importance on the output. Figure 8 shows the importance
of parameter interactions of different devices in the DES.

As can be seen, there is a very obvious coupling effect be‐
tween parameters in the optimal design stage. The most im‐
portant coupling parameters are the investment parameters
ICPV, ICST, and ICGT. The comparison between Fig. 7 and Fig.
8 suggests that some parameters have high interactional im‐
portance even though the individual importance is very
small. This is demonstrated by the energy prices and interest
rate, as well as some technical parameters such as λel , λgas ,
COPAC and ηGT , etc. Moreover, Fig. 8 also indicates that the
optimal capacity of the BA significantly depends on the pa‐
rameter coupling effect providing that the importance of pa‐
rameter interactions for the BA is high. This means the opti‐
mal capacity of the storage devices is a trade-off result of
the optimal capacity of other devices.

C. Sensitivity Analysis of Operation Strategy

After the evaluation criteria and optimal design, the next
stage of DESs is the operation strategy. Figure 9 shows the
comparison of top 6 most important parameters under two
operation strategies. The result suggests that the important
parameters of operation strategies mainly depend on the ener‐
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gy parameters, and prices of natural gas and grid electricity.
Furthermore, operation strategy has a critical influence on
sensitivity results of the parameters. As shown in Fig. 9, the
most sensible parameters are the λgas , Δe and Δh in a de‐
scending order for the economic operation. However, in the
FTL strategy, Δe and λgas are the most sensible parameters.
The sensitivity results of other parameters also change under
different strategies.

It is interesting that although there exist a PV array and a
ST collector, the operation strategy is not very sensitive to
the vitality of solar radiance Δs. This suggests that the fluctu‐
ation of the renewable energy can be degraded through rea‐
sonable configuration and operation. Moreover, the effect of
the electricity price is much lower than that of the gas price,
indicating that the effect of time-of-use electricity price on
the DES is limited. Therefore, the sensitivity analysis in‐
cludes the calculation of the parameter importance, and can
be very helpful to perceive the characteristics of DESs.

To illustrate the fidelity of the results, the parameters in Fig.
9 are selected to perform LSA under the economic operation.
As shown in Fig. 10, the result agrees with the parameter im‐
portance rank of S1 index. In addition, the result also suggests
that the small value of the sensitivity indices only means the
relatively little influence on the output instead of no influence,
which is consistent with the real operation experience.

D. Multi-stage Sensitivity Analysis of DES

Hereinbefore, the sensitivity analysis for the three stages
of the DES is performed separately. To clarify the multi-
stage sensitivity analysis clearly, S1 index of the multi-stage
results is therefore integrated and plotted in Fig. 11.

It can be clearly seen that the sensitivity analysis of DESs
is a complex and coupled process where no universally most
important parameters exist, as the evaluation criteria, device
capacity and operation strategy will all affect the analysis re‐
sults. In addition, although there are massive parameters in
the DES, most of which have little effect on system perfor‐
mance even in the multi-stage analysis. Moreover, the ener‐

gy parameters seem to have the broadest influence on the
system because the S1 value of these parameters is relatively
high even in different stages.

Besides, the interactional importance of parameters varies
in different stages. The parameter coupling effect in the opti‐
mal design stage is much stronger than that in the evaluation
criteria and operation strategy stages, as shown in Fig. 12.
Many parameters in the optimal design phase have high im‐
portance of parameter interactions. This means that the
change in a parameter will affect the output by interacting
with other parameters. Therefore, the uncertainty of the pa‐
rameters in the optimal design should be considered. More‐
over, the LSA is inappropriate for parameter analysis in this
process considering the strong coupling effect of parameters.

VI. CONCLUSION

Considering that there are massive parameters in the
DESs, the aim of this study is to quantitatively evaluate the
sensitivity of various parameters from a comprehensive per‐
spective. To achieve the goal, a mathematical model of DES
is proposed, and a multi-stage sensitivity analysis of DES is
carried out in terms of the evaluation criteria, optimal design
and operation strategy. It is found that the variance-based So‐
bol method incorporated with Monte-Carlo simulation can
analyze the parameter sensitivity reliably and quantitatively.
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In addition, the results show that the energy parameters
have a significant impact on the AEC, while the ATC mainly
depends on the device ICs. As for the optimal design, the
ICs of the PV array, ST collector and GT are the most im‐

portant parameters for different devices, while the storage de‐
vice capacity is a trade-off among the optimal capacity of
other devices. In term of the operation strategy, different opera‐
tion strategies result in different sensitivity results, and the re‐
sults can facilitate the understanding of economic operation.

The comparisons of the multi-stage sensitivity analysis
show that only a few parameters are critical, while most of
the 43 parameters have little influence. Furthermore, the in‐
teractional importance of parameters varies in different stag‐
es. The parameters are strongly coupled in the optimal de‐
sign stage, but the effect of parameter interactions in the
evaluation criteria and operation strategy stages is relatively
weak.

APPENDIX A

TABLE AI
UNCERTAINTY CHARACTERISTIC OF ENERGY PARAMETERS

Order

1

2

3

4

Parameter

Δc

Δh

Δe

Δs

NV

1

1

1

1

Distribution

N(NV, 0.05NV)

N(NV, 0.05NV)

N(NV, 0.05NV)

N(NV, 0.05 NV)

Note: N: Normal distribution; NV: Nominal value.
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Fig. 12. Sa index of multi-stage sensitivity analysis of 43 parameters.

TABLE AII
UNCERTAINTY CHARACTERISTIC OF TECHNICAL PARAMETERS

Order

5

6

7

8

9

10

11

12

13

14

Parameter

COPAC

COPEC

ηPV

ηST

ηGT

τGT

ηGB

ηgre

ηBA,ch

ηBA,dch

NV

1.3 [38]

4 [38]

0.12 [38]

0.65 [39]

0.29 [33]

0.48 [33]

0.8 [34]

0.276 [34]

0.95

0.95

Distribution

HN(NV, 0.05NV)

HN(NV, 0.05NV)

HN(NV, 0.05NV)

HN(NV, 0.05NV)

HN(NV, 0.05NV)

HN(NV, 0.05NV)

HN(NV, 0.05NV)

HN(NV, 0.05NV)

HN(NV, 0.05NV)

HN(NV, 0.05NV)

Order

15

16

17

18

19

20

21

22

23

24

Parameter

ηTA,ch

ηTA,dch

nPV

nST

nGT

nGB

nBA

nTA

nAC

nEC

NV

0.9

0.9

30 [13]

15 [13]

20 [13]

15 [13]

20

20 [13]

20 [40]

15

Distribution

HN(NV, 0.05NV)

HN(NV, 0.05NV)

Uniform

Uniform

Uniform

Uniform

Uniform

Uniform

Uniform

Uniform

Note: HN: Half-normal distribution.

TABLE AIII
UNCERTAINTY CHARACTERISTIC OF ECONOMIC PARAMETERS

Order

25

26

27

28

29

30

31

32

33

34

Parameter

KPV

KST

KGT

KGB

KBA

KTA

KAC

KEC

ICPV

ICST

NV

0.00176 $/kWh [19]

0.0057 $/kWh [13]

0.005 $/kWh [41]

0.0027 $/kWh [42]

0.00106 $/kWh [42]

0.0031 $/kWh [42]

0.0024 $/kWh [42]

0.0016 $/kWh [42]

331 $/m2 [19]

551 $/m2 [19]

Distribution

E(NV, 0.05NV)

E(NV, 0.05NV)

E(NV, 0.05NV)

E(NV, 0.05NV)

E(NV, 0.05NV)

E(NV, 0.05NV)

E(NV, 0.05NV)

E(NV, 0.05NV)

LN(NV, 0.05NV)

LN(NV, 0.05NV)

Order

35

36

37

38

39

40

41

42

43

Parameter

ICGT

ICGB

ICBA

ICTA

ICAC

ICEC

R

λgas

λel

NV

984 $/kW [43]

91 $/kW [20]

551 $/kWh [44]

8 $/kWh [20]

173 $/kW [38]

127 $/kW [38]

7% [40]

0.044 $/kWh [38]

0.2 $/kWh [38]

Distribution

LN (NV, 0.05NV)

LN (NV, 0.05NV)

LN (NV, 0.05NV)

LN(NV, 0.05NV)

LN(NV, 0.05NV)

LN(NV, 0.05NV)

Uniform

Uniform

Uniform

Note: E: Exponential distribution; LN: Log normal distribution.

903



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 8, NO. 5, September 2020

REFERENCES

[1] M. D. Somma, B. Yan, N. Bianco et al., “Operation optimization of a
distributed energy system considering energy costs and exergy efficien‐
cy,” Energy Conversion and Management, vol. 103, pp. 739-751, Oct.
2015.

[2] K. Alanne and A. Saari, “Distributed energy generation and sustain‐
able development,” Renewable and Sustainable Energy Reviews, vol.
10, no. 6, pp. 539-558, Dec. 2006.

[3] P. Mancarella, “MES (multi-energy systems): an overview of concepts
and evaluation models,” Energy, vol. 65, pp. 1-17, Feb. 2014.

[4] G. Mavromatidis, K. Orehounig, and J. Carmeliet, “Uncertainty and
global sensitivity analysis for the optimal design of distributed energy
systems,” Applied Energy, vol. 214, pp. 219-238, Mar. 2018.

[5] W. Tian, “A review of sensitivity analysis methods in building energy
analysis,” Renewable and Sustainable Energy Reviews, vol. 20, pp.
411-419, Apr. 2013.

[6] D. H. Muhsen, T. Khatib, and H. T. Haider, “A feasibility and load
sensitivity analysis of photovoltaic water pumping system with battery
and diesel generator,” Energy Conversion and Management, vol. 148,
pp. 287-304, Sept. 2017.

[7] T. Ma, H. X. Yang, and L. Lu, “Feasibility study and economic analy‐
sis of pumped hydro storage and battery storage for a renewable ener‐
gy powered island,” Energy Conversion and Management, vol. 79, pp.
387-397, Mar. 2014.

[8] M. Mehrpooya, S. Sayyad, and M. J. Zonouz, “Energy, exergy and
sensitivity analyses of a hybrid combined cooling, heating and power
(CCHP) plant with molten carbonate fuel cell (MCFC) and Stirling en‐
gine,” Journal of Cleaner Production, vol. 148, pp. 283-294, Apr.
2017.

[9] X. F. Zhang, X. B. Liu, X. Q. Sun et al., “Thermodynamic and eco‐
nomic assessment of a novel CCHP integrated system taking biomass,
natural gas and geothermal energy as co-feeds,” Energy Conversion
and Management, vol. 172, pp. 105-118, Sept. 2018.

[10] A. Mohammadi, M. H. Ahmadi, M. Bidi et al., “Exergy analysis of a
combined cooling, heating and power system integrated with wind tur‐
bine and compressed air energy storage system,” Energy Conversion
and Management, vol. 131, pp. 69-78, Jan. 2017.

[11] A. Gonzalez, J. R. Riba, B. Esteban et al., “Environmental and cost
optimal design of a biomass-wind-PV electricity generation system,”
Renewable Energy, vol. 126, pp. 420-430, Oct. 2018.

[12] D. Parra, X. J. Zhang, C. Bauer et al., “An integrated techno-econom‐
ic and life cycle environmental assessment of power-to-gas systems,”
Applied Energy, vol. 193, pp. 440-454, May 2017.

[13] M. Di Somma, B. Yan, N. Bianco et al., “Multi-objective design opti‐
mization of distributed energy systems through cost and exergy assess‐
ments,” in Proceedings of 8th International Conference on Applied En‐
ergy, Beijing, China, Oct. 2017, pp. 1299-1316.

[14] C. Li, Y. Shi, and X. Huang, “Sensitivity analysis of energy demands
on performance of CCHP system,” Energy Conversion and Manage‐
ment, vol. 49, no. 12, pp. 3491-3497, Dec. 2008.

[15] K. Gebrehiwot, M. A. H. Mondal, C. Ringler et al., “Optimization and
cost-benefit assessment of hybrid power systems for off-grid rural elec‐
trification in Ethiopia,” Energy, vol. 177, pp. 234-246, Jun. 2019.

[16] S. S. Singh and E. Fernandez, “Modelling, size optimization and sensi‐
tivity analysis of a remote hybrid renewable energy system,” Energy,
vol. 143, pp. 719-731, Jan. 2018.

[17] T. F. Ma, J. Y. Wu, L. L. Hao et al., “The optimal structure planning
and energy management strategies of smart multi energy systems,” En‐
ergy, vol. 160, pp. 122-141, Oct. 2018.

[18] M. Caliano, N. Bianco, G. Graditi et al., “Design optimization and
sensitivity analysis of a biomass-fired combined cooling, heating and
power system with thermal energy storage systems,” Energy Conver‐
sion and Management, vol. 149, pp. 631-645, Oct. 2017.

[19] S. Bracco, G. Dentici, and S. Siri, “DESOD: a mathematical program‐
ming tool to optimally design a distributed energy system,” Energy,
vol. 100, pp. 298-309, Apr. 2016.

[20] P. Gabrielli, M. Gazzani, E. Martelli et al., “Optimal design of multi-
energy systems with seasonal storage,” Applied Energy, vol. 219, pp.
408-424, Jun. 2018.

[21] H. B. Ren, W. S. Zhou, K. Nakagami et al., “Multi-objective optimiza‐
tion for the operation of distributed energy systems considering eco‐
nomic and environmental aspects,” Applied Energy, vol. 87, pp. 3642-
3651, Dec. 2010.

[22] M. Di Somma, G. Graditi, E. Heydarian-Forushani et al., “Stochastic
optimal scheduling of distributed energy resources with renewables

considering economic and environmental aspects,” Renewable Energy,
vol. 116, pp. 272-287, Feb. 2018.

[23] I. M. Sobol, “Global sensitivity indices for nonlinear mathematical
models and their Monte Carlo estimates,” Mathematics and Comput‐
ers in Simulation, vol. 55, pp. 271-280, Feb. 2001.

[24] W. Tian, P. de Wilde, Z. Li et al., “Uncertainty and sensitivity analysis
of energy assessment for office buildings based on Dempster-Shafer
theory,” Energy Conversion and Management, vol. 174, pp. 705-718,
Oct. 2018.

[25] J. Mao, J. H. Yang, A. Afshari et al., “Global sensitivity analysis of an
urban microclimate system under uncertainty: design and case study,”
Building and Environment, vol. 124, pp. 153-170, Nov. 2017.

[26] W. Tian, C. Jiang, B. Ni et al., “Global sensitivity analysis and multi-
objective optimization design of temperature field of sinter cooler
based on energy value,” Applied Thermal Engineering, vol. 143, pp.
759-766, Oct. 2018.

[27] F. Chaychizadeh, H. Dehghandorost, A. Aliabadi et al., “Stochastic dy‐
namic simulation of a novel hybrid thermal-compressed carbon diox‐
ide energy storage system (T-CCES) integrated with a wind farm,” En‐
ergy Conversion and Management, vol. 166, pp. 500-511, Jun. 2018.

[28] T. T. D. Tran and A. D. Smith, “Incorporating performance-based glob‐
al sensitivity and uncertainty analysis into LCOE calculations for
emerging renewable energy technologies,” Applied Energy, vol. 216,
pp. 157-171, Apr. 2018.

[29] H. Wang, Z. Yan, X. Xu et al., “Probabilistic power flow analysis of
microgrid with renewable energy,” International Journal of Electrical
Power & Energy Systems, vol. 114, Jan. 2020.

[30] A. Pizarro-Alonso, H. Ravn, and M. Munster, “Uncertainties towards
a fossil-free system with high integration of wind energy in long-term
planning,” Applied Energy, vol. 253, pp. 1-19, Nov. 2019.

[31] J. Vepsalainen, K. Otto, A. Lajunen et al., “Computationally efficient
model for energy demand prediction of electric city bus in varying op‐
erating conditions,” Energy, vol. 169, pp. 433-443, Feb. 2019.

[32] G. Yang and X. Q. Zhai, “Optimization and performance analysis of
solar hybrid CCHP systems under different operation strategies,” Ap‐
plied Thermal Engineering, vol. 133, pp. 327-340, Mar. 2018.

[33] S. G. Tichi, M. M. Ardehali, and M. E. Nazari, “Examination of ener‐
gy price policies in Iran for optimal configuration of CHP and CCHP
systems based on particle swarm optimization algorithm,” Energy Poli‐
cy, vol. 38, pp. 6240-6250, Oct. 2010.

[34] M. Li, H. Mu, N. Li et al., “Optimal design and operation strategy for
integrated evaluation of CCHP (combined cooling heating and power)
system,” Energy, vol. 99, pp. 202-220, Mar. 2016.

[35] J. Wang, Y. Jing, and C. Zhang, “Optimization of capacity and opera‐
tion for CCHP system by genetic algorithm,” Applied Energy, vol. 87,
pp. 1325-1335, Apr. 2010.

[36] A. Saltelli, P. Annoni, I. Azzini et al., “Variance based sensitivity anal‐
ysis of model output: design and estimator for the total sensitivity in‐
dex,” Computer Physics Communications, vol. 181, pp. 259-270, Feb.
2010.

[37] A. Saltelli and P. Annoni, “How to avoid a perfunctory sensitivity
analysis,” Environmental Modelling & Software, vol. 25, pp. 1508-
1517, Dec. 2010.

[38] M. Ameri and Z. Besharati, “Optimal design and operation of district
heating and cooling networks with CCHP systems in a residential com‐
plex,” Energy and Buildings, vol. 110, pp. 135-148, Jan. 2016.

[39] TVP Solar (2020, Mar.). TVP Solar website. [Online]. Available: http://
www.tvpsolar.com/.

[40] C. Zheng, J. Wu, X. Zhai et al., “Impacts of feed-in tariff policies on
design and performance of CCHP system in different climate zones,”
Applied Energy, vol. 175, pp. 168-179, Aug. 2016.

[41] M. Nemati, M. Braun, and S. Tenbohlen, “Optimization of unit com‐
mitment and economic dispatch in microgrids based on genetic algo‐
rithm and mixed integer linear programming,” Applied Energy, vol.
210, pp. 944-963, Jan. 2018.

[42] W. Gu, Z. Wang, Z. Wu et al., “An online optimal dispatch schedule
for CCHP microgrids based on model predictive control,” IEEE Trans‐
actions on Smart Grid, vol. 8, no. 5, pp. 2332-2342, Sept. 2017.

[43] S. G. Tichi, M. M. Ardehali, and M. E. Nazari. (2020, Feb.). Capstone
Turbine Corporation. [Online]. Available: http://www. capstoneturbine.
com/

[44] J. Hoppmann, J. Volland, T. S. Schmidt et al., “The economic viability
of battery storage for residential solar photovoltaic systems–a review
and a simulation model,” Renewable & Sustainable Energy Reviews,
vol. 39, pp. 1101-1118, Nov. 2014.

904



WEI et al.: MULTI-STAGE SENSITIVITY ANALYSIS OF DISTRIBUTED ENERGY SYSTEMS: A VARIANCE-BASED SOBOL METHOD

Shangshang Wei received the B.S. degree in thermal energy and power en‐
gineering from the China University of Mining and Technology, Xuzhou,
China, in 2015, and the M.S. degree in power engineering from Xi’an Jiao‐
tong University, Xi’an, China, in 2018. He is now pursuing for a Ph.D. de‐
gree in power engineering and automation at Southeast University, Nanjing,
China. His research interests include mechanism modeling, optimal opera‐
tion and advanced control of hybrid energy systems.

Yiguo Li received the B.S. degree in power engineering from Taiyuan Uni‐
versity of Technology, Taiyuan, China, in 1995, and the M.S. and Ph.D. de‐
grees in thermal power engineering from Southeast University, Nanjing, Chi‐
na, in 1998 and 2002, respectively. He is now a Professor with the Depart‐
ment of Power Engineering and Automation, School of Energy and Environ‐
ment, Southeast University. His main research interests include predictive
control, multiple model control, and fuzzy modeling and control with appli‐
cations to thermal power plants and integrated energy systems.

Xianhua Gao received the B.S. degree in thermal energy and power engi‐
neering from the China University of Mining and Technology, Xuzhou, Chi‐
na, in 2015, and the M.S. degree in power engineering from Southeast Uni‐
versity, Nanjing, China, in 2018. She is now pursuing for a Ph.D. degree in
power engineering and automation at Southeast University. Her current re‐
search interests include model predictive control and disturbance rejection

control in thermal power systems and hybrid energy systems.

Kwang Y. Lee received the B. S. degree in electrical engineering from
Seoul National University, Seoul, South Korea, and the M.S. degree in elec‐
trical engineering from North Dakota State University, Fargo, USA, and the
Ph.D. degree in systems science from Michigan State University, East Lan‐
sing, USA. He has been working in the area of power plants and power sys‐
tems control for over 40 years with Michigan State, Oregon State, Universi‐
ty of Houston, Houston, USA, Pennsylvania State University, State College,
USA, and Baylor University, Waco, USA, where he is a Professor and a
Chairman with the Department of Electrical and Computer Engineering. His
research interests include control, operation, and planning of energy sys‐
tems, computational intelligence, intelligent control, and their applications to
energy and environmental systems, and modeling, simulation, and control of
renewable and distributed energy sources.

Li Sun received the B.S. degree from Southeast University, Nanjing, China,
in 2012, and the Ph.D. degree from the Department of Thermal Engineer‐
ing, Tsinghua University, Beijing, China, in 2017. He is currently an Assis‐
tant Professor with the School of Energy and Environment, Southeast Uni‐
versity. He was an Associate Editor for 2015 American Control Conference.
His research interests include advanced control, energy management and ma‐
chine learning of power systems.

905


