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Abstract—Due to the uncertain fluctuations of renewable energy and load power, the state variables such as bus voltages and pipeline mass flows in the combined cooling, heating, and power campus microgrid (CCHP-CMG) may exceed the secure operation limits. In this paper, an optimal energy flow (OEF) model for a CCHP-CMG using parameterized probability boxes (p-boxes) is proposed to describe the higher-order uncertainty of renewables and loads. In the model, chance constraints are used to describe the secure operation limits of the state variable p-boxes, and variance constraints are introduced to reduce their random fluctuation ranges. To solve this model, the chance and variance constraints are transformed into the constraints of interval cumulants (ICs) of state variables based on the p-efficient point theory and interval Cornish-Fisher expansion. With the relationship between the ICs of state variables and node power, and using the affine interval arithmetic method, the original optimization model is finally transformed into a deterministic nonlinear programming model. It can be solved by the CONOPT solver in GAMS software to obtain the optimal energy flow of renewables and loads. Case study on a CCHP-CMG demonstrates the correctness and effectiveness of the proposed OEF model.

Index Terms—Combined cooling, heating, and power campus microgrid (CCHP-CMG), chance-constrained programming, higher-order uncertainty, optimal energy flow, parameterized probability box.

NOMENCLATURE

A. Parameters

- $a_{\text{m/v,max}}, a_{\text{m/v,max}}$: Confidence levels that mass flow meets lower and upper secure limit constraints
- $a_{\text{h/min}}, a_{\text{h/max}}$: Confidence levels that heating/cooling supply temperature meets constraints
- $a_{\text{v/min}}, a_{\text{v/max}}$: Confidence levels that voltage amplitude meets lower and upper limit constraints
- $\Gamma(x)$: Gamma function
- $\zeta(i)$: Inverse cumulative distribution function (CDF) of standard normal distribution
- $\eta_{\text{HE}}, \eta_{\text{AC}}$: Efficiency coefficients of heat exchange unit and absorption chiller
- $\eta_{\text{HP}}, \eta_{\text{EC}}$: Efficiency coefficients of heat pumps and electric chillers
- $\eta_{\text{PV}}, \eta_{\text{PT}}$: Efficiency factors of photovoltaic (PV) and photothermal (PT) stations
- $\theta_{\text{PV}}$: Power factor angle of PV station
- $[\theta]$: Vector of distribution parameter intervals
- $\hat{\theta}, \tilde{\theta}$: Lower and upper bounds of $[\theta]$
- $[\mu], [\sigma^2]$: Uncertainty interval of $\mu_i$ and $\sigma^2_i$
- $\hat{\mu}_i, \tilde{\mu}_i$: Lower and upper bounds of interval $[\mu_i]$
- $\hat{\sigma}_i^2, \tilde{\sigma}_i^2$: Upper limits of the central values of variance intervals of $U$, $m_{\text{sp}}, m_{\text{sp}}, T_{\text{d}}, T_{\text{elu}}$
- $\phi_{\text{h/c,min}}, \phi_{\text{h/c,max}}$: Cost coefficients of CCHP unit
- $A_{\text{PV}}, A_{\text{PT}}$: Areas of PV and PT panels
- $\mathbf{A}_{\text{hv}}, \mathbf{B}_{\text{hv}}$: Network incidence matrix of heating/cooling network
- $\mathbf{A}_{\text{hv}}$: Loop incidence matrix of heating/cooling network

Parameters

- $\alpha_{\text{m/h}}, \alpha_{\text{g/m}}$: Parameters of standard normal distribution
- $\mathbf{A}_{\text{m}}, \mathbf{B}_{\text{m}}$: Cost coefficients of CCHP unit
- $\mathbf{A}_{\text{hv}}, \mathbf{B}_{\text{hv}}$: Areas of PV and PT panels
- $\mathbf{A}_{\text{hv}}$: Network incidence matrix of heating/cooling network
- $\mathbf{A}_{\text{hv}}$: Loop incidence matrix of heating/cooling network

Network incidence matrix of heating/cooling network

- $\mathbf{B}_{\text{hv}}$: Loop incidence matrix of heating/cooling network
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\begin{align*}
c_{DN} & \quad \text{Unit power purchase price} \\
c_v & \quad \text{Specific heat capacity of water} \\
c() & \quad \text{Cornish-Fisher expansion function} \\
C_g & \quad \text{Heat-to-power ratio of CCHP unit} \\
F_{W_L}(\cdot) & \quad \text{CDF of load power (obeys normal distribution)} \\
F_{W_B}(\cdot) & \quad \text{CDF of solar irradiance (obeys beta distribution)} \\
F_X(\cdot) & \quad \text{CDF of random variable } X \\
G_\alpha B_j & \quad \text{Real and imaginary parts of the } i\text{th row and } j\text{th column element of node admittance matrix} \\
K & \quad \text{Resistance coefficient of pipeline} \\
[p_a], [p_\beta] & \quad \text{Uncertain intervals of } p_a \text{ and } p_\beta \\
P_a, P_\alpha, \bar{P}_\alpha & \quad \text{Lower and upper bounds of } [p_a] \\
P_\beta, \bar{P}_\beta & \quad \text{Lower and upper bounds of } [p_\beta] \\
P_{G_{i,\text{min}}} P_{G_{i,\text{max}}} & \quad \text{Lower and upper limits of active power output of CCHP unit at bus } i \\
s & \quad \text{Mark of heating/cooling network (1 or -1 represents heating or cooling network, respectively)} \\
S_G & \quad \text{Set of CCHP unit access nodes} \\
T_e & \quad \text{Ambient temperature} \\
T_{G_{i,\text{h/c,min}}} T_{G_{i,\text{h/c,max}}} & \quad \text{Lower and upper limits of heating/cooling supply temperature of CCHP unit at node } i \\
T_{sh,\text{min}} T_{sc,\text{max}} & \quad \text{Lower limit of heating supply temperature and upper limit of cooling supply temperature at load node } i \\
U_{G_{i,\text{min}}} U_{G_{i,\text{max}}} & \quad \text{Lower and upper limits of terminal voltage of CCHP unit at bus } i \\
U_{i,\text{min}} U_{i,\text{max}} & \quad \text{Lower and upper limits of the voltage amplitude at bus } i \\
w_r & \quad \text{The maximum solar irradiance} \\
B. \text{ Variables} & \quad \text{} \\
[p_{\alpha}^{(1)}], [p_{\beta}^{(1)}], & \quad \text{The } k^\text{th}\text{-order interval cumulant (IC) vectors of fluctuations of active power load,}\text{reactive power load, heating load, and cooling load} \\
[p_{\alpha}^{(2)}], [p_{\beta}^{(2)}], & \quad \text{The } 2^\text{nd}\text{-order ICs of } U_i, m_{sh}, m_{sv}, T_{sh}, T_{sv} \\
[p_{\alpha}^{(3)}], [p_{\beta}^{(3)}], [p_{\alpha}^{(4)}], & \quad \text{The } k^\text{th}\text{-order cumulant and IC of output random variable } X \\
[p_{\alpha}^{(2)}], [p_{\beta}^{(2)}], & \quad \text{Central value and the } 1^\text{st}\text{-order partial derivative of } \gamma_X^{(1)} \\
\delta_{ij} & \quad \text{Voltage phase angle difference between bus } i \text{ and bus } j \\
\varepsilon_i & \quad \text{The } i^\text{th}\text{-independent noise element of } u \\
\mu_x, \sigma_x & \quad \text{Mean and variance of load power } \omega_i \\
\sigma_{x,\alpha}, \sigma_{x,\beta} & \quad \text{Standard deviation and standard deviation interval of output random variable } X \\
[\sigma_{x,\alpha}]^2, [\sigma_{x,\beta}]^2, & \quad \text{Central value and the } 1^\text{st}\text{-order partial derivative of } \hat{\sigma}_x \\
[\sigma_{x,\alpha}]^2, [\sigma_{x,\beta}]^2, [\sigma_{x,\gamma}]^2, & \quad \text{Variance intervals of } U_i, m_{sh}, m_{sv}, T_{sh}, T_{sv} \\
\Phi_{G_{i,\alpha}}, \Phi_{G_{i,\beta}}, & \quad \text{Waste heat output of CCHP unit} \\
\Phi_{\text{hp}}, \Phi_{\text{EC}} & \quad \text{Heating and cooling power outputs of CCHP unit} \\
\Phi_{\text{hp}}, \Phi_{\text{EC}} & \quad \text{Vector of heating/cooling power consumed at nodes} \\
\Phi_{\text{hp}}, \Phi_{\text{EC}} & \quad \text{Power outputs of heat pump and electric chiller} \\
\Phi_{\text{hp}}, \Phi_{\text{EC}} & \quad \text{Waste heat power of CCHP units for heating and cooling} \\
\Phi_{\text{hp}}, \Phi_{\text{EC}} & \quad \text{Heating and cooling load power} \\
\Phi_{\text{PT}} & \quad \text{Power output of PT station} \\
C_{\text{CCHP}} & \quad \text{Operation cost of CCHP unit} \\
C_{\text{DN}} & \quad \text{Cost of power purchased by distribution network} \\
F_{U_{i,\text{h/c}}}(\cdot), F_{U_{i,\text{h/c}}}(\cdot), & \quad \text{Inverse CDF functions of } U_i, m_{sh}, m_{sv}, T_{sh}, T_{sv} \\
F_{G_{\alpha}}(\cdot), F_{G_{\beta}}(\cdot), & \quad \text{The } k^\text{th}\text{-order normalized IC of } X \\
F_{G_{\alpha}}(\cdot), F_{G_{\beta}}(\cdot), & \quad \text{The } k^\text{th}\text{-order normalized cumulant of } X \\
F_{G_{\alpha}}(\cdot), F_{G_{\beta}}(\cdot), & \quad \text{Vector of mass flows within pipes of heating-cooling network} \\
m_{sh}, m_{sv} & \quad \text{Mass flows within a pipe leaving and coming from node} \\
m_{sh}, m_{sv} & \quad \text{Vector of mass flows at heating/cooling nodes} \\
m_{\text{sh/c}} & \quad \text{Central value of an interval} \\
\mid i & \quad \text{Shape parameters of beta distribution} \\
\mid i & \quad \text{Active power injected by distribution network} \\
\mid i & \quad \text{Active and reactive power outputs of CCHP unit} \\
P_{\text{DN}} & \quad \text{Electricity power consumed by heat pump and electric chiller at bus } i \\
P_{\text{PNP}}, P_{\text{PG}} & \quad \text{Load power at bus } i \\
P_{\text{PNP}}, P_{\text{PG}} & \quad \text{Active and reactive power outputs of PV station at bus } i \\
\sup() & \quad \text{Upper bound of an interval} \\
S & \quad \text{Sensitivity matrix of state variables with respect to node power} \\
T_{sh/c}, T_{sv/c} & \quad \text{Vectors of supply and return temperatures}
I. INTRODUCTION

In a combined cooling, heating and power campus microgrid (CCHP-CMG), except for supplying electrical loads, the waste heat from the CCHP unit is used for supplying cooling/heating loads, which can improve the efficiency of energy utilization. In addition, the accommodation capacity of renewable energy can be improved by the complementary operation of multiple energies of cooling, heating, and electricity in the microgrid. Thus, CCHP-CMGs have been widely applied in the energy supply of emerging industrial campuses in recent years [1], [2]. In order to further improve the secure and economic operation of the system, the optimal energy flow (OEF) calculation model is usually established to search the optimal operation point of the system. However, there are uncertain fluctuations in the renewable energy output and load power in the CCHP-CMG, which have harmful effects on its secure operation. Therefore, it is of vital importance to take into account the uncertainty in the OEF calculation, which has been widely discussed in the existing literature.

Currently, the most commonly used methods in the OEF calculation considering the uncertainty include the stochastic programming method, robust optimization (RO) method, interval optimization method, and information gap decision theory (IGDT). In [3] and [4], the uncertain variables were described by uncertainty and ambiguity sets, and the OEF problems in gas-power systems were solved by robust optimization and distributionally robust optimization (DRO) methods. References [5] and [6] adopted interval optimization method to solve the OEF models considering the uncertainty, where the uncertain variables were described as intervals. Similar to the interval optimization method, IGDT is another non-probabilistic decision-making method. It includes risk-averse and risk-seeking strategies [7]. Reference [7] adopted both risk-averse and risk-seeking IGDT methods to the optimal bidding problem of electric vehicles. Reference [8] developed a multi-objective chance-constrained IGDT model to ensure the secure operation of distribution network. However, these three methods have their shortcomings. The RO method tends to focus on the most extreme scenario, and the optimization results are usually conservative, and the economics of the system operation is poor. For the interval optimization method, the uncertain variables are only modeled by their upper and lower bounds, ignoring the probabilistic distribution information inside the intervals, and the statistical information in the historical data of uncertain variables cannot be fully utilized. The IGDT framework is very conservative and may lead to over-estimated actions [9]. It is more suitable for the uncertainty where the statistical information in the historical data is limited [10]. In the stochastic programming method, the uncertain variables are described as random variables that obey the given probability distributions. In [11] and [12], the scenario method, a type of stochastic programming method, was used to deal with uncertainties of load power and renewable energy sources in the OEF models of multi-energy systems, where a large number of scenarios were generated and the scenario reduction methods were applied. However, it is time consuming to solve the large-scale multiple scenario optimization model. The chance-constrained programming (CCP) method is another type of stochastic programming method, which makes decisions by setting acceptable confidence levels of chance constraints (CCs). Reference [13] developed the optimal scheduling model for community-integrated energy systems, where spinning reserves were constructed in the form of CCs, considering the uncertainty of multiple renewable energy sources. Reference [14] used CCs to address the uncertainty problem caused by variable wind and solar power generation as well as load forecast errors, and developed a decentralized operation optimization model for an integrated power-gas system. Obviously, by adjusting the given confidence levels of CCs, the CCP method can achieve a trade-off between system reliability and economy and obtain a more flexible decision.

In the above-mentioned publications on the stochastic programming method, probabilistic models are used to describe the uncertainty of random variables, and the accuracy of probabilistic models will directly affect the effectiveness of the decision. However, the distribution parameters of probabilistic models are usually derived from historical data, hence it is difficult to obtain the accurate distribution parameters due to data loss, measurement errors, etc. The uncertainty of the distribution parameters of probabilistic models is called the higher-order uncertainty, which is a valuable issue in the optimal power flow (OPF) and OEF studies [15], [16]. Reference [17] proposed a robust chance-constrained OPF model where wind power prediction errors were assumed to obey a normal distribution and ambiguity sets were constructed to describe the uncertainty of moments such as mean and variance. Moreover, the uncertainty of the type of probability distribution and the distribution parameters were considered in the ambiguity set in [18], [19], and the OPF model based on the DRO method was proposed. Most of the existing literature on the OPF problem considering the higher-order uncertainties uses the DRO method,
where the ambiguity set is constructed. However, the DRO method with moment-based ambiguity set has a complex computational process, which requires simplification of the optimization model and usually uses the linear models such as the DC power flow model adopted in [17], [18], and [20]. And it is difficult to deal with the complex nonlinear energy flow equations such as the hydraulic and thermal models of the heating/cooling network in the integrated energy system [21]. Currently, the higher-order uncertainties in the OEF of gas-electric integrated system were analyzed in [20], where the gas network model can be easily transformed into a linear model. But no publications have focused on the OEF considering higher-order uncertainty of a CCHP-CMG including the complex nonlinear heating/cooling network model. Therefore, in this paper, the CCs of probability boxes (p-boxes) of state variables are used to describe the secure operation limits, and the variance constraints (VCs) of p-boxes of state variables are introduced to reduce their random fluctuations, and an OEF calculation method for a CCHP-CMG is proposed.

This paper makes three contributions. ① The parameterized p-boxes are used to describe the higher-order uncertainty of renewables and loads, and an OEF model for a CCHP-CMG including the CCs and VCs of the p-boxes of state variables is proposed. The CCs of the state variable p-boxes are used to describe the secure operation limits, and the VCs are introduced to reduce the random fluctuations of the state variable p-boxes. ② The CCs and VCs of the p-boxes are transformed into the constraints of the interval cumulants (ICs) of state variables by the p-efficient point theory and the interval Cornish-Fisher expansion. With the relationship between the ICs of state variables and node power, and by the affine interval arithmetic, the original optimization model is transformed into a deterministic nonlinear programming model, which can be solved by the CONOPT solver. ③ In the case study of a CCHP-CMG, comparative results of deterministic OEF, traditional CCP-based OEF, and the proposed OEF considering the higher-order uncertainty demonstrate that the optimal operation point obtained by the proposed OEF can ensure that the p-boxes of state variables satisfy the secure operation requirement with reduced random fluctuations when considering the higher-order uncertainty of renewables and loads.

The remainder of this paper is organized as follows. Section II introduces the structure of a CCHP-CMG and the traditional CCP-based OEF model. Section III develops the OEF model of the CCHP-CMG including the CCs and VCs of p-boxes considering the higher-order uncertainty of renewables and loads. Section IV presents the solution method for the proposed OEF model. Section V shows the case study and result analysis. Section VI concludes this paper.

II. TRADITIONAL OEF MODEL FOR A CCHP-CMG BASED ON CHANCE-CONSTRAINED PROGRAMMING

A. Structure of a CCHP-CMG

The structure and multiple energy supply process of a CCHP-CMG is shown in Fig. 1, including the CHP units (gas generators, absorption chillers, heat exchange units), heat pumps, electric chillers, photovoltaic (PV), and photo-thermic (PT) stations, and other components. Among them, CHP units supply the electricity, heating, and cooling load demands of users in the CCHP-CMG, and the insufficient electricity, heating, and cooling load demands are supplemented by external distribution network, heat pumps, and electric chillers, respectively. Additionally, the PV/PT stations provide clean energy for electricity and heating loads in the CCHP-CMG [21], [22].

![Fig. 1. Structure and multiple energy supply process of a CCHP-CMG.](image)

B. Traditional CCP-based OEF Model

1) Objective Function

The objective of the traditional CCP-based OEF model is to minimize the total operation cost of the CCHP-CMG, as:

$$\min (C_{\text{CCHP}} + C_{\text{DN}})$$

(1)

According to [23], the operation cost of the CCHP unit is given by:

$$C_{\text{CCHP}} = \sum_{i \in S_G} \left( a_{G_1} P_{G_1} \Phi_{G_1} + a_{G_2} P_{G_2} \Phi_{G_2} + a_{G_3} P_{G_3} \Phi_{G_3} + a_{G_4} P_{G_4} \Phi_{G_4} + a_{G_5} P_{G_5} \Phi_{G_5} + a_{G_6} P_{G_6} \Phi_{G_6} + a_{G_7} \Phi_{G_7} + a_{G_8} \Phi_{G_8} + a_{G_9} \Phi_{G_9} + a_{G_{10}} \right)$$

(2)

The power purchase cost from the external distribution network can be calculated by:

$$C_{\text{DN}} = c_{\text{DN}} P_{\text{DN}}$$

(3)

2) Operation Constraints

The electricity network operation constraints include the
The relationship between waste heat and electric power output of the CCHP unit is shown as follows [21]:

\[ C_G = \Phi_G / P_G \] (13)

The input random variables include the bus voltages and node supply/return temperatures are as in (12), and the uncertainties of the distribution parameters in the CDFs or PDFs are called higher order uncertainties of renewables and loads. The uncertainties of the distribution parameters may affect the distribution parameters [15], [16]. Thus, when considering the higher-order uncertainties of the random variables, the optimal operation point obtained by the traditional CCP-based OEF model may still have the risks that the state variables exceed the secure operation limits.

III. OEF MODEL OF CCHP-CMG CONSIDERING HIGHER-ORDER UNCERTAINTY OF RENEWABLES AND LOADS

The parameterized p-box model is used to describe the higher-order uncertainty of renewables and loads, and the OEF model of a CCHP-CMG considering the higher-order uncertainty of renewables and loads is proposed.

A. p-box Model for Uncertain Renewables and Loads

The p-box model combines the probability model and the interval model to describe the uncertain fluctuation characteristics of a random variable by the upper and lower bounds of its CDF curve [24], as shown in Fig. 2. If the type of probabilistic distribution function of an uncertain variable is

\[ \text{Pr}[U_i \leq U_{i,\text{max}}] \geq \alpha_{U_i,\text{max}} \]

\[ \text{Pr}[U_i \leq U_{i,\text{min}}] \geq \alpha_{U_i,\text{min}} \] (16)

\[ \text{Pr}[m_{h/c} \leq m_{h/c,\text{max}}] \geq \alpha_{m_{h/c},\text{max}} \]

\[ \text{Pr}[m_{h/c} \leq m_{h/c,\text{min}}] \geq \alpha_{m_{h/c},\text{min}} \] (17)

\[ \text{Pr}[T_{sh,c} \leq T_{sh,c,\text{max}}] \geq \alpha_{T_{sh,c},\text{max}} \]

\[ \text{Pr}[T_{sh,c} \leq T_{sh,c,\text{min}}] \geq \alpha_{T_{sh,c},\text{min}} \] (18)

\[ \min(C_{CCHP} + C_{\text{DN}}) \]

\[ \text{s.t. (4)-(19)} \] (20)

In the traditional CCP-based OEF model, the cumulative distribution functions (CDFs) or probability density functions (PDFs) are used to describe the random variables of uncertain node power. The distribution parameters in the CDFs or PDFs are definite values. However, when the CDFs or PDFs of random variables are obtained by the statistical analysis of historical data, due to the absence of some historical data and the errors of measurement instruments, there may be uncertainties in the distribution parameters of uncertain node power. The uncertainties of the distribution parameters in the CDFs or PDFs are called higher-order uncertainties [15], [16]. Thus, when considering the higher-order uncertainties of the random variables, the optimal operation point obtained by the traditional CCP-based OEF model may still have the risks that the state variables exceed the secure operation limits.
determined and the interval numbers are used to describe its distribution parameters, this type of $p$-box is called a parameterized $p$-box, which can be described as:

$$X^p = \{F_A(x[\theta]|\theta) = [\underline{\theta}, \overline{\theta}]\}$$

(21)

![Fig. 2. Schematic diagram of $p$-box.](image)

In the CCHP-CMG, the electricity/cooling/heating load power is assumed to obey the normal distribution, and its PDF $f_{wL}(w_l)$ is shown as (22). Then, the $p$-box of the load power is expressed in the form as (23).

$$f_{wL}(w_l) = \frac{1}{\sqrt{2\pi} \sigma_l} \exp \left( -\frac{(w_l - \mu_l)^2}{2\sigma_l^2} \right)$$

(22)

$$W_l = \{F_{wL}(w_l|\mu_l,\sigma_l^2)[\mu_l,\sigma_l^2] = [\underline{\mu}_l, \overline{\mu}_l, \underline{\sigma}_l^2, \overline{\sigma}_l^2]\}$$

(23)

Assuming that the solar irradiance obeys the Beta distribution, its PDF $f_{wR}(w_r)$ is shown as (24) [25], [26].

$$f_{wR}(w_r) = \frac{\Gamma(p_s + p_p)}{\Gamma(p_s)\Gamma(p_p)} (w_r/w_{R,\text{max}})^{p_s-1} (1 - w_r/w_{R,\text{max}})^{p_p-1}$$

(24)

The $p$-box model of $w_r$ is expressed as follows:

$$W_r = \{F_{wR}(w_r|p_s, p_p)[p_s, p_p] = [\overline{p}_s, \overline{p}_p, \underline{p}_s, \underline{p}_p]\}$$

(25)

The PV and PT station outputs are calculated by $w_k$:

$$P_{PV} = w_k A_{PV} \eta_{PV}$$

$$Q_{PV} = P_{PV} \tan \theta_{PV}$$

$$P_{PT} = w_k A_{PT} \eta_{PT}$$

(26)

### B. Chance Constraints of State Variable $p$-boxes

When considering the higher-order uncertainty of the node power, the obtained state variables will also have higher-order uncertainty and can be described as $p$-boxes. Thus, the CCs of bus voltage $p$-box are described as (27). The probability $Pr\{U_i \leq U_{i,\text{max}}\}$ is an interval instead of a definite value due to the $p$-box of bus voltage. To ensure the secure operation, the lower bound of the interval should be greater than the confidence level $\alpha_{U,\text{max}}$. As shown in Fig. 3, the probability corresponding to point $A$ requires to be greater than $\alpha_{U,\text{max}}$. Similarly, the probability $Pr\{U_{i,\text{min}} \leq U_i\}$ is also an interval, and the CC of the $p$-box requires the lower bound of this interval to be greater than the confidence level $\alpha_{U,\text{min}}$.

$$\begin{aligned}
\inf(Pr\{U_i \leq U_{i,\text{max}}\}) &\geq \alpha_{U,\text{max}} \\
\inf(Pr\{U_{i,\text{min}} \leq U_i\}) &\geq \alpha_{U,\text{min}}
\end{aligned}$$

(27)

where $\inf()$ indicates obtaining the lower bound of an interval.

![Fig. 3. Schematic diagram of $p$-box chance constraint.](image)

The CCs of the $p$-boxes of pipeline mass flows and node supply temperatures can also be described as (28)-(30).

$$\begin{aligned}
\inf(Pr\{m_{i,\text{min}} \leq \frac{m_{i,\text{max}}}{m_{i,\text{ic}}}\}) &\geq \alpha_{m,\text{ic, max}} \\
\inf(Pr\{m_{i,\text{max}} \leq m_{i,\text{ic}}\}) &\geq \alpha_{m,\text{ic, min}} \\
\inf(Pr\{T_{sh,\text{min}} \leq T_{sh}\}) &\geq \alpha_{T_{sh,\text{min}}} \\
\inf(Pr\{T_{sh} \leq T_{sh,\text{ic}}\}) &\geq \alpha_{T_{sh,\text{ic}}}
\end{aligned}$$

(28)-(30)

### C. Variance Constraints of State Variable $p$-boxes

The variance of a random variable reflects its random fluctuation range. For the $p$-box of a state variable, each CDF curve corresponds to a variance value, and the variance of the $p$-box is an interval instead of a definite value. Thus, the random fluctuation range of the $p$-box is reflected by its variance interval. In the operation of CCHP-CMG, the state variable $p$-boxes are not only required to satisfy the secure CCs, but also required to reduce the random fluctuation ranges of state variables. The VCs of the voltage, mass flow, and supply temperature are as follows:

$$\begin{aligned}
0 &\leq \text{mid}([\sigma_{U,\text{min}}^2]) \leq \sigma_{U,\text{max}}^2 \\
0 &\leq \text{mid}([\sigma_{m,\text{ic}}^2]) \leq \sigma_{m,\text{max}}^2 \\
0 &\leq \text{mid}([\sigma_{T_{sh,\text{ic}}^2}]) \leq \sigma_{T_{sh,\text{max}}^2}
\end{aligned}$$

(31)

Therefore, the proposed OEF model of a CCHP-CMG considering higher-order uncertainty is shown as:

$$\min(C_{\text{CCHP}} + C_{\text{DN}})$$

s.t. (4)-(15), (27)-(31)

(32)

### IV. SOLUTION METHOD FOR PROPOSED MODEL

For solving the optimization model (32), it is a critical and difficult task to transform the CCs and VCs of the state variable $p$-boxes to deterministic constraints. In this paper, the CCs and VCs of the $p$-boxes are transformed into constraints of various order cumulant intervals based on the $p$-efficient point theory and interval Cornish-Fisher expansion.
method. And then, the IC method in [22] and affine algorithm are introduced to transform the CCs and the VCs of p-boxes into deterministic constraints.

A. Transformation of CCs and VCs of p-boxes

The p-efficient point theory can be used to transform the CCs in the stochastic programming model into deterministic constraints [27]. A stochastic programming model with CCs is given as follows:

\[
\begin{align*}
\min_x f(x) \\
\text{s.t. } \Pr\{g(x) \geq Z\} \geq p
\end{align*}
\]  

(33)

The CDF of a random variable \( Z \) is given as \( F_Z(z) = \Pr\{Z \leq z\} \). Then, the p-level set is defined as \( Z_p = \{z \in \mathbb{R}^n : F_Z(z) \geq p\} \), and thus, the stochastic programming model (33) can be rewritten as:

\[
\begin{align*}
\min_x f(x) \\
\text{s.t. } g(x) \in Z_p
\end{align*}
\]  

(34)

Let \( p \in (0, 1) \), if \( F_Z(z_p) \geq p \) and there is no point, \( z \leq z_p \), \( z \neq z_p \) such that \( F_Z(z) \geq p \), then \( z_p \) is called the p-efficient point of the CDF \( F_Z(z) \). It is stated in [27] that if the random variable \( Z \) is a scalar random variable, i.e., \( m = 1 \), the p-efficient point \( z_p = F_Z^{-1}(p) \). If the p-efficient point \( z_p \) of \( Z \) is known, then from (34), the stochastic programming model (33) can be transformed into the following form.

\[
\begin{align*}
\min_x f(x) \\
\text{s.t. } g(x) \geq z_p
\end{align*}
\]  

(35)

Then, the CCs in (33) are transformed into deterministic constraints in (35). Thus, based on the p-efficient point theory, the CCs of the p-boxes of (27)-(30) can be transformed into the forms as follows:

\[
\begin{align*}
\sup(F_U^{-1}(a_{U,\max})) \leq U_{\max} \\
\inf(F_U^{-1}(1-a_{U,\min})) \geq U_{\min}
\end{align*}
\]  

(36)

\[
\begin{align*}
\sup(F_{nhc}^{-1}(a_{nhc,\max})) \leq m_{nhc,\max} \\
\inf(F_{nhc}^{-1}(1-a_{nhc,\min})) \geq m_{nhc,\min}
\end{align*}
\]  

(37)

\[
\begin{align*}
\sup(F_{Tsh}^{-1}(1-a_{Tsh,\min})) \geq T_{sh,\min} \\
\sup(F_{Tsc}^{-1}(a_{Tsc,\max})) \leq T_{sc,\max}
\end{align*}
\]  

(38)

\[
\begin{align*}
\sup(F_{U}^{-1}(a_{U,\max})) \leq U_{\max} \\
\inf(F_{U}^{-1}(1-a_{U,\min})) \geq U_{\min}
\end{align*}
\]  

(39)

The difficulty in the calculation of (36)-(39) is the solution of the inverse CDF functions, since the probability distribution models of PV/PT power outputs are all non-Gaussian. Thus, there is no deterministic probability distribution type for state variables, and the exact analytical expressions of the CDFs and the corresponding inverse functions for state variables cannot be obtained.

The calculation of the Cornish-Fisher expansion method can be found in [28]. Assume that the quantile of an output random variable \( X \) is \( \alpha \) \( (0 < \alpha < 1) \), then, its corresponding value \( x \) of the random variable can be expressed as:

\[
x = c(\alpha) = y_X^{(0)} + \left(\frac{\alpha}{\gamma_X^{(0)}}\right) \left(\frac{\gamma_X^{(0)}}{2}\right)^2 \left(\frac{\gamma_X^{(0)}}{6}\right) \left(\frac{3\gamma_X^{(0)} - 5\gamma_X^{(0)}}{2}\right) \left(\frac{\gamma_X^{(0)}}{120}\right) \left(\frac{3\gamma_X^{(0)} - 5\gamma_X^{(0)}}{2}\right) \left(\frac{\gamma_X^{(0)}}{120}\right)
\]

\[
g_i \text{ can be obtained by:}
\]

\[
g_i = y_X^{(0)} \bar{\sigma}_i = y_X^{(0)} / (\gamma_X^{(0)})^2
\]

(41)

As observed from the above equation, the Cornish-Fisher expansion can be used to obtain the corresponding value of the random variable at a given quantile. Thus, the inverse CDF function \( F_U^{-1}(\cdot) \), \( F_{nhc}^{-1}(\cdot) \), \( F_{Tsh}^{-1}(\cdot) \), and \( F_{Tsc}^{-1}(\cdot) \) in (36)-(39) can be calculated by the Cornish-Fisher expansion.

Since the output random variables are p-boxes, the results of the inverse CDF functions of the output random variables with respect to a quantile are intervals; thus, the Cornish-Fisher expansion needs to be extended to the following interval Cornish-Fisher expansion for the transformation of the CCs of p-boxes:

\[
\begin{align*}
[x] = [c(\alpha) = y_X^{(0)} + \left(\frac{\alpha}{\gamma_X^{(0)}}\right) \left(\frac{\gamma_X^{(0)}}{2}\right)^2 \left(\frac{\gamma_X^{(0)}}{6}\right) \left(\frac{3\gamma_X^{(0)} - 5\gamma_X^{(0)}}{2}\right) \left(\frac{\gamma_X^{(0)}}{120}\right) \left(\frac{3\gamma_X^{(0)} - 5\gamma_X^{(0)}}{2}\right) \left(\frac{\gamma_X^{(0)}}{120}\right) + ]
\end{align*}
\]

(42)

\[
[g_i] \text{ can be obtained as:}
\]

\[
g_i = y_X^{(0)} / (\bar{\sigma}_i)^2 = y_X^{(0)} / (\gamma_X^{(0)})^2
\]

(43)

The CCs of p-boxes as (36)-(39) can be transformed into the following forms by the interval Cornish-Fisher expansion.

\[
\begin{align*}
\sup([c(\alpha,\max)]) \leq U_{\max} \\
\inf([c(1-\alpha,\min)]) \geq U_{\min}
\end{align*}
\]  

(44)

\[
\begin{align*}
\sup([c(\alpha_{nhc,\max})]) \leq m_{nhc,\max} \\
\inf([c(1-\alpha_{nhc,\min})]) \geq m_{nhc,\min}
\end{align*}
\]  

(45)

\[
\begin{align*}
\inf([c(1-\alpha_{Tsh,\min})]) \geq T_{sh,\min} \\
\sup([c(\alpha_{Tsc,\max})]) \leq T_{sc,\max}
\end{align*}
\]  

(46)

Further, in the above optimization model, the 2nd-order ICs of random variables is their variance intervals, and thus, the VCs in (31) can be transformed into constraints on the central value of the 2nd-order ICs, as shown in (48).

\[
\begin{align*}
0 \leq \mid\mid [\gamma_{\alpha U}^{(0)}] \mid\mid \leq \bar{\sigma}_{U,\max} \\
0 \leq \mid\mid [\gamma_{\alpha nhc}^{(0)}] \mid\mid \leq \bar{\sigma}_{nhc,\max} \\
0 \leq \mid\mid [\gamma_{\alpha Tsh}^{(0)}] \mid\mid \leq \bar{\sigma}_{Tsh,\max} \\
0 \leq \mid\mid [\gamma_{\alpha Tsc}^{(0)}] \mid\mid \leq \bar{\sigma}_{Tsc,\max}
\end{align*}
\]  

(48)

B. Representation of Relationship Between ICs of State Variables and Node Power

The IC method proposed in [22] is introduced to obtain the relationship between the ICs of state variables and node powers. Given that the \( k \)-th order IC of the node power fluctuations
is $[y_{\delta}^{(k)}_{SW}]$, the $k^{th}$-order IC of the state variable fluctuations can be obtained from the following equation:

$$ [y_{\delta}^{(k)}_{SW}] = S^{(k)} [y_{\delta}^{(0)}_{SW}] \quad k \in \mathbb{N} $$

(49)

where $[y_{\delta}^{(0)}_{SW}] = [y_{\delta}^{(0)}_{U_1}; y_{\delta}^{(0)}_{U_2}; y_{\delta}^{(0)}_{U_3}; y_{\delta}^{(0)}_{U_4}; y_{\delta}^{(0)}_{S1}; y_{\delta}^{(0)}_{S2}; y_{\delta}^{(0)}_{S3}; y_{\delta}^{(0)}_{S4}]$; $[y_{\delta}^{(1)}_{SW}] = [y_{\delta}^{(1)}_{U_1}; y_{\delta}^{(1)}_{U_2}; y_{\delta}^{(1)}_{U_3}; y_{\delta}^{(1)}_{U_4}; y_{\delta}^{(1)}_{S1}; y_{\delta}^{(1)}_{S2}; y_{\delta}^{(1)}_{S3}; y_{\delta}^{(1)}_{S4}]$; $[y_{\delta}^{(2)}_{SW}] = [y_{\delta}^{(2)}_{U_1}; y_{\delta}^{(2)}_{U_2}; y_{\delta}^{(2)}_{U_3}; y_{\delta}^{(2)}_{U_4}; y_{\delta}^{(2)}_{S1}; y_{\delta}^{(2)}_{S2}; y_{\delta}^{(2)}_{S3}; y_{\delta}^{(2)}_{S4}]$; and $S^{(k)}$ is the matrix composed of the $k^{th}$ power of each element in the sensitivity matrix $S$. $[y_{\delta}^{(k)}_{SW}]$ can be calculated from the probabilistic model and distribution parameters of the renewables and loads by the method in [22]. $[y_{\delta}^{(k)}_{U_1}; y_{\delta}^{(k)}_{U_2}; y_{\delta}^{(k)}_{U_3}; y_{\delta}^{(k)}_{U_4}; y_{\delta}^{(k)}_{S1}; y_{\delta}^{(k)}_{S2}; y_{\delta}^{(k)}_{S3}; y_{\delta}^{(k)}_{S4}]$ are the $k^{th}$-order IC vectors of the fluctuations of bus voltage, heating/cooling pipeline mass flow, and heating/cooling node supply temperature, respectively. The sensitivity matrix $S$ can be obtained from the inverse of the Jacoby matrix. And the Jacoby matrix is calculated from the partial derivatives of the energy flow equation of the CCHP-CMG with respect to the state variables by substituting the values of the state variables in the optimal operation point. Hence, the components in the matrix $S$ are associated with the decision variables.

Combined with the state variables $X = [U_0; m_{sh}; m_o; T_{sh}; T_{so}]$ in the steady operation point corresponding to the expected values of random variables, the $k^{th}$-order ICs of state variables can be obtained as:

$$ [y_{\delta}^{(k)}] = [y_{\delta}^{(0)} + X_0] \quad k \geq 2 $$

(50)

where $[y_{\delta}^{(k)}] = [y_{\delta}^{(k)}_{U_1}; y_{\delta}^{(k)}_{U_2}; y_{\delta}^{(k)}_{U_3}; y_{\delta}^{(k)}_{U_4}; y_{\delta}^{(k)}_{S1}; y_{\delta}^{(k)}_{S2}; y_{\delta}^{(k)}_{S3}; y_{\delta}^{(k)}_{S4}]$ is the $k^{th}$-order IC vector of state variables.

### C. Affine Interval Arithmetic Method

There are lots of interval operations in the calculation of the CIs of state variables and the interval Cornish-Fisher expansion, and the above transformed optimization model is an interval optimization model. To deal with the interval extension problem that exists in interval arithmetic, the intervals are expressed as affine forms in the solution of the optimization model.

Assume that an uncertain variable $u \in [\underline{u}, \bar{u}]$ is subject to $n$ independent noise symbols, and then, $u$ can be expressed in the following affine form [29], [30]:

$$ \tilde{u} = u_0 + u_1 \varepsilon_1 + \ldots + u_n \varepsilon_n = \sum_{i=1}^{n} u_i \varepsilon_i $$

(51)

The affine form and interval of an uncertain variable are interconvertible. The interval form corresponding to (51) is:

$$ [u] = [u_0 - \bar{\varepsilon}, u_0 + \bar{\varepsilon}] $$

$$ \bar{\varepsilon} = \sum_{i=1}^{n} |u_i| $$

(52)

Given an interval form $[u]$, let $u_0 = (u + \bar{u})/2$ and $u_1 = (\bar{u} - u)/2$; then, the corresponding affine form is:

$$ [u] = [\underline{u}, \bar{u}] \Rightarrow \tilde{u} = u_0 + u_1 \varepsilon_1 \quad \varepsilon_1 \in [-1, 1] $$

(53)

When the affine arithmetic is used to deal with linear operations, if the affine numbers $\tilde{u} = u_0 + u_1 \varepsilon_1$, $\tilde{v} = v_0 + v_1 \varepsilon_1$, and the constant $C$ are given, the following equation is obtained according to the rules of affine arithmetic.

$$ C\tilde{u} = Cu_0 + Cu_1 \varepsilon_1 $$

$$ \tilde{u} \pm C = (u_0 \pm C) + u_1 \varepsilon_1 $$

(54)

When the affine arithmetic is used to deal with nonlinear operations, new noise element is generated for each affine multiplication/division, and the partial derivative of the noise element is obtained by Chebyshev approximation or minimum range approximation [31], which may have approximation errors. Moreover, the accumulation of additional noise elements may lead to interval extension [32], and the additional noise elements also increase the complexity of solving the optimization model. Therefore, the nonlinear operations for affine forms are executed according to the following rules.

1) If the nonlinear function is monotonic, the central value and the $1^{st}$-order partial derivative of the output interval are calculated according to the monotonicity.

For example, the affine form of standard deviation $\sigma_\chi$ of the state variable $X$ is calculated as follows:

$$ \tilde{\sigma}_\chi = \sigma_\chi + \sigma_\chi \, \varepsilon_1 = \sqrt{\tilde{X}_{\chi}^2} = \sqrt{\tilde{X}_{\chi 0}^2 + \tilde{X}_{\chi 1}^2} $$

(55)

Since the square root operation is monotonic increasing, $\sigma_\chi 0$ and $\sigma_\chi 1$ can be obtained by:

$$ \sigma_\chi 0 = \sqrt{\tilde{X}_{\chi 0}^2 + \tilde{X}_{\chi 1}^2} + \frac{1}{2} \tilde{X}_{\chi 1} $$

$$ \sigma_\chi 1 = \sqrt{\tilde{X}_{\chi 0}^2 + \tilde{X}_{\chi 1}^2} + \frac{1}{2} \tilde{X}_{\chi 0} $$

(56)

2) If the nonlinear function is non-monotonic, the central value and the $1^{st}$-order partial derivative of the output interval are calculated based on the interval Taylor series expansion.

Given the interval function $[y] = f([u])$, the first-order interval Taylor series expansion of the interval function $f([u])$ at the central value of the interval $[u]$, i.e., $u_c$, is as [57] [33].

$$ [y] = f([u]) = f(u_c) + \sum_{k=1}^{m} \frac{\partial^k f(u_c)}{k!} ([u_k] - u_k) $$

(57)

where $u_k (k = 1, 2, ..., m)$ is the $k^{th}$ element in $u$; and $u_k$ is the $k^{th}$ element in $u_c$.

Thus the $1^{st}$-order affine form of the output interval $\tilde{y} = y_0 + \gamma_0 \varepsilon_1$ can be obtained from:

$$ \tilde{y}_0 = f(u_0) $$

$$ \gamma_0 = \sum_{k=1}^{m} \frac{\partial^k f(u_c)}{k!} ([u_k] - u_k) $$

(58)

where $u_k$ is the $1^{st}$-order partial derivative of the affine form of $u_c$.

Thus, in the optimization model, the intervals are transformed into affine forms according to (53) and calculated according to the rules shown in (54)-(58).

### D. Transformed Deterministic Optimization Model

In summary, the OEF model considering the higher-order uncertainty in (32) can be transformed into the form as (59).

In this optimization model, all the intervals are transformed into affine forms according to (53)-(58). Therefore, the OEF model considering the higher-order uncertainty as (32) is
transformed into a deterministic optimization model, which can be efficiently solved by the CONOPT solver in the mature commercial optimization software GAMS [34].

\[
\begin{align*}
\min (C_{\text{CCHP}} + C_{\text{CMG}}) \\
\text{s.t. (4)-(15), (44)-(50)}
\end{align*}
\]  

V. CASE STUDY

A. Structure and Parameters of CCHP-CMG

The structure of a CCHP-CMG is shown in Fig. 4, which is divided into two energy supply areas (Area I and Area II) with three energy stations.

The cooling and heating networks in the CCHP-CMG have the same structure, both including 49 nodes and 49 pipelines. Energy stations I, II, and III are located at nodes 49, 48, and 47, and energy stations II and III are the balancing nodes of heating and cooling network, respectively. The electricity network includes 91 buses, energy stations I-III are located at the buses 90, 89, and 91, respectively. The bus 88 connected to the public distribution network is set as the swing bus and its voltage is fixed at 1.05 p.u. The generated electric power of the CCHP units in the energy stations I-III is determined by their heating power output. The PV and PT stations are connected to the load buses/nodes of the electricity and heating networks, respectively. The central values of the shape parameter intervals \([p_{\alpha}]\) and \([p_{\beta}]\) of the solar irradiance are given as 0.6798 and 1.7788 [18], respectively, and the radii of the intervals are given as 1.5% of the central values. The power output of the PV station at each electric load bus accounts for 15% of its electrical load power, and the power output of the PT station at each heating load node accounts for 5% of its heating load power [22]. The central values of the mean intervals \([\mu_{L}]\) of the electricity/heating/cooling loads are given by the data in [22], the radius of the

Fig. 4. Structure of CCHP-CMG.
mean interval is given as 1.5% of the central value, and the standard deviation interval $[\mu_i, \delta_i]$. The cost coefficients $a_{0i}$, $a_{1i}$, $a_{2i}$, $a_{3i}$, $a_{4i}$, $a_{5i}$ can be set as the values in [23], i.e., $a_{0i} = 0.6 \text{ ¥/kW}$, $a_{3i} = 0.027 \text{ ¥/kW}$, $a_{4i} = 14 \text{ ¥/kW}$, $a_{5i} = 0.0435 \text{ ¥/kW}$, and $a_{6i} = 0.0111 \text{ ¥/kW}$. The unit power purchase price $c_{Dn}$ is 1.0 ¥/kWh.

In the case study, the voltage regulation range of the CCHP unit is [1.05, 1.10]p.u. and the temperature regulation ranges are as follows: $T_{Ghi, min} = 80 ^\circ C$, $T_{Ghi, max} = 90 ^\circ C$, $T_{Gsi, min} = 4 ^\circ C$, $T_{Gsi, max} = 8 ^\circ C$. The secure limits of state variables are as follows: $U_{i, min} = 0.95 \text{ p.u.}$, $U_{i, max} = 1.05 \text{ p.u.}$, $m_{hi, min} = -15 \text{ kg/s}$, $m_{hi, max} = -48 \text{ kg/s}$, $m_{ci, min} = -150 \text{ kg/s}$, $m_{ci, max} = 150 \text{ kg/s}$, $T_{shi, min} = 80 ^\circ C$, $T_{shi, max} = 10 ^\circ C$. In the CCs of p-boxes of state variables, the confidence levels for all CCs are given as 0.95. The used computer is a PC with an Intel Core i7-8700 CPU and 32 GB RAM. The optimization model is solved by the CONOPT solver in GAMS software, version GAMS win 64 23.9.5.

Four different methods are used for comparison, as shown in Table I.

<table>
<thead>
<tr>
<th>No.</th>
<th>Method</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Proposed OEF considering the higher-order uncertainty (32) or (59)</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>Deterministic OEF (60)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>Traditional CCP-based OEF (20)</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>IGDT-based OEF (61)</td>
<td></td>
</tr>
</tbody>
</table>

The deterministic OEF model is shown in (60). The IGDT-based OEF model is shown in (61) [35].

$$
\begin{align*}
\text{min} & \quad (C_{\text{CCHP}} + C_{\text{DN}}) \\
\text{s.t.} & \quad U_{i, min} \leq U_i \leq U_{i, max} \\
& \quad m_{hi, min} \leq m_{hi} \leq m_{hi, max} \\
& \quad T_{shi, min} \leq T_{shi} \leq T_{shi, max} \\
& \quad \alpha \geq 0 \\
& \quad f_{ob} \leq f_{ob, o}(1 + \delta_{ob}) \\
& \quad f_{ob} = C_{\text{CCHP}} + C_{\text{DN}} \\
& \quad U_{i, min} \leq U_i \leq U_{i, max} \\
& \quad m_{hi, min} \leq m_{hi} \leq m_{hi, max} \\
& \quad T_{shi, min} \leq T_{shi} \leq T_{shi, max} \\
& \quad \delta_{ob} = (1 + \alpha) \cdot \mid \mu_i \mid \\
& \quad P_{\text{PV}} = (1 - \alpha) \cdot \mid \mu_{P_{\text{PV}}} \mid \\
& \quad Q_{\text{PV}} = (1 - \alpha) \cdot \mid \mu_{Q_{\text{PV}}} \mid \\
& \quad \phi_{\text{PV}} = (1 - \alpha) \cdot \mid \mu_{\phi_{\text{PV}}} \mid \\
& \quad \mu_i = \mu_i \\
& \quad \mu_{P_{\text{PV}}} = \mu_{P_{\text{PV}}} \\
& \quad \mu_{Q_{\text{PV}}} = \mu_{Q_{\text{PV}}} \\
& \quad \mu_{\phi_{\text{PV}}} = \mu_{\phi_{\text{PV}}} \\
& \quad \mu_{\phi_{\text{PV}}} = \mu_{\phi_{\text{PV}}} \\
& \quad \mu_{\phi_{\text{PV}}} = \mu_{\phi_{\text{PV}}} \\
& \quad \mu_{\phi_{\text{PV}}} = \mu_{\phi_{\text{PV}}} \\
& \quad \mu_{\phi_{\text{PV}}} = \mu_{\phi_{\text{PV}}} \\
\end{align*}
$$

where $\alpha$ is the maximum fluctuation range; $f_{ob}$ is the objective function; $f_{ob, o}$ is the base level of the objective function (obtained by deterministic OEF algorithm); and $\delta_{ob}$ is the acceptable level of the objective function.

B. Analysis of Results of Traditional CCP-based OEF

The probability distribution parameters of random variables are taken as the central values of their given intervals, and the optimal operation point is obtained by solving the traditional CCP-based OEF model (20). With this optimal operation point, the upper and lower bounds of all the state variables under the probability models and the p-box models of node power random variables are calculated, respectively. For the heating/cooling network, the mass flows of the energy station output pipelines are significantly larger than those of the other pipelines, which are easier to exceed the upper limit. Thus, the following analysis focuses on the mass flow of the energy station output pipelines, i.e., pipes (47)-(49), and their fluctuation intervals are shown in Table II. Since the energy station II connected to the heating pipeline (48) is the heating network balance node, it bears the unbalanced power caused by the uncertain fluctuation of renewables and loads; hence, the mass flow of pipeline (48) is a fluctuation interval. While the energy stations connected to the heating pipelines (47) and (49) are the common source nodes of the heating network, their heating power outputs are control variables, hence, their mass flows are definite values and maintain constant in the uncertainty analysis. Similarly, for the cooling network, the mass flow of the pipeline (47) connected to the cooling network balance is a fluctuation interval, while the mass flows of the pipelines (48) and (49) connected to the common cooling source nodes are definite values. As observed in Table II, for the optimal operation point of the traditional CCP-based OEF, the mass flows of heating/cooling output pipes of the energy stations all satisfy the secure operation constraints. However, if the higher-order uncertainty is considered, the upper limit of the mass flow p-box of the heating pipe (48) is 15.70 kg/s, which exceeds the upper limit constraint (15 kg/s); and the upper limit of the mass flow p-box of the cooling pipe (47) is 153.80 kg/s, which exceeds the upper limit constraint (150 kg/s). Both are clearly at risk of exceeding the safe operation limits.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Random model</th>
<th>Mass flow bound (kg/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_h$</td>
<td>Probability</td>
<td>$10.52$ [11.54, 15.00]</td>
</tr>
<tr>
<td>p-box</td>
<td></td>
<td>$11.48$ [10.83, 15.70]</td>
</tr>
<tr>
<td>$m_c$</td>
<td>Probability</td>
<td>$142.33$, 150.00</td>
</tr>
<tr>
<td>p-box</td>
<td></td>
<td>$138.53$, 153.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>65.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>72.05</td>
</tr>
</tbody>
</table>

Similarly, the buses 47 and 49 of the electricity network have heavy loads, whose voltage amplitudes $U_{47}$ and $U_{49}$ have a higher risk of exceeding the limit. Thus, taking them as examples, their fluctuation intervals are shown in Table III. It can be observed that the fluctuation intervals of $U_{47}$ and $U_{49}$ obtained from the traditional chance constraint model satisfy the safety constraints. However, when the higher-order uncertainty is considered, the lower bounds of the p-boxes of $U_{47}$ and $U_{49}$ are 0.9481 and 0.9490, respectively, with the risk of exceeding the lower limit.
are shown in Table V. It can be observed that in the results obtained from Method II, the upper bounds of the p-box fluctuation ranges of $m_{48}$ and $m_{47}$ are 16.19 kg/s and 156.55 kg/s, respectively, both exceeding the upper limits of secure operation. However, in the results obtained from Method I, the p-box fluctuation ranges of all the above variables can satisfy the secure operation constraints. Moreover, the central and radius values of the variance intervals of $m_{48}$ and $m_{47}$ by the Method I are significantly reduced, which can effectively reduce the fluctuation ranges of the p-boxes of $m_{48}$ and $m_{47}$.

### Table III

<table>
<thead>
<tr>
<th>Random model</th>
<th>Voltage amplitude bound (p.u.)</th>
<th>$U_{\text{IL}}$</th>
<th>$U_{\text{IS}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>0.9500, 0.9738</td>
<td>[0.9509, 0.9642]</td>
<td></td>
</tr>
<tr>
<td>$p$-box</td>
<td>0.9481, 0.9756</td>
<td>[0.9490, 0.9769]</td>
<td></td>
</tr>
</tbody>
</table>
For the electricity network, in the optimal operation point obtained by Method I and Method II, the \( p \)-box fluctuation ranges of the load bus voltages are shown in Fig. 8, and the central values and radii of their variance intervals are shown in Fig. 9.

It can be observed that the lower bounds of \( p \)-box fluctuation ranges of \( U_{47} \) and \( U_{49} \) (i.e., \( U^\text{inf}_{47,p} \) and \( U^\text{inf}_{49,p} \)) corresponding to the optimal operation point obtained by Method II exceed the secure operation limits. However, for the optimal operation point obtained by Method I, the lower bounds of all the bus voltage \( p \)-boxes can satisfy the secure operation requirements (\( U^\text{inf}_{47,p}=0.9638 \) p.u. and \( U^\text{inf}_{49,p}=0.9646 \) p.u.); and the maximum upper bound of all the bus voltage \( p \)-boxes is 1.0467, which also satisfies the secure operation requirement. In addition, the central values and radii of variance intervals of bus voltages were reduced. Among them, the central values of variance intervals of \( U_{47} \) and \( U_{49} \) decrease from \( 5.10\times10^{-5} \) and \( 5.27\times10^{-5} \) to \( 4.84\times10^{-5} \) and \( 5.00\times10^{-5} \), respectively; and the radius values of variance intervals decrease from \( 7.45\times10^{-7} \) and \( 7.67\times10^{-7} \) to \( 6.94\times10^{-7} \) and \( 7.17\times10^{-7} \), respectively. Thus, the fluctuation ranges of the \( p \)-boxes of bus voltages are effectively reduced. Therefore, for Method I, which takes into account the higher-order uncertainty of renewables and loads, the obtained optimal operation point can ensure that the state variable \( p \)-boxes satisfy the secure operation requirements and their random fluctuation ranges are effectively reduced.

Comparisons of the output power and main control variables of the CCHP unit of each energy station are shown in the Table VI and Table VII, respectively.

\[ \text{Table VI} \]
<table>
<thead>
<tr>
<th>Energy station</th>
<th>Active power (MW)</th>
<th>Reactive power (Mvar)</th>
<th>Heating power (MW)</th>
<th>Cooling power (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method I</td>
<td>Method II</td>
<td>Method I</td>
<td>Method II</td>
<td>Method I</td>
</tr>
<tr>
<td>I</td>
<td>1.026</td>
<td>2.014</td>
<td>1.089</td>
<td>2.134</td>
</tr>
<tr>
<td>II</td>
<td>1.350</td>
<td>1.403</td>
<td>5.657</td>
<td>1.612</td>
</tr>
<tr>
<td>III</td>
<td>1.900</td>
<td>1.812</td>
<td>2.700</td>
<td>1.898</td>
</tr>
</tbody>
</table>

\[ \text{Table VII} \]
<table>
<thead>
<tr>
<th>Energy station</th>
<th>Generator voltage (p.u.)</th>
<th>Heating temperature (°C)</th>
<th>Cooling temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method I</td>
<td>Method II</td>
<td>Method I</td>
<td>Method II</td>
</tr>
<tr>
<td>I</td>
<td>1.089</td>
<td>1.058</td>
<td>90.000</td>
</tr>
<tr>
<td>II</td>
<td>1.082</td>
<td>1.051</td>
<td>87.832</td>
</tr>
<tr>
<td>III</td>
<td>1.086</td>
<td>1.055</td>
<td>90.000</td>
</tr>
</tbody>
</table>

It can be observed that the optimization of the voltage magnitude \( p \)-boxes is performed by adjusting the reactive power output and the generator voltage. And the optimization of the mass flow \( p \)-boxes is achieved by adjusting the supply temperature of the CCHP unit. As can be observed from (8), by increasing the temperature difference between the supply temperature and the ambient temperature, the mass flow can be reduced to meet the requirement of its \( p \)-box constraint.

2) Comparative Results with Other Methods

The objective function value and the number of state variables exceeding the secure limits obtained by the four methods in Table I are shown in Table VIII, in which the acceptable level \( \delta_{\text{ab}} \) is set to be 0.01 for Method IV. It can be observed that compared with the optimal operation points obtained by Method II and Method III, although the operation cost of the optimal operation point obtained by Method I is slightly increased, there is no risk of exceeding the secure limit for each state variable when considering the higher-order uncertainties of the renewables and loads, which can en-
sure the secure operation of the CCHP-CMG. For Method IV, the obtained operation cost is higher than that of Method I, and the obtained optimal operation point still cannot ensure the secure operation of the CCHP-CMG because it does not consider the higher-order uncertainty. Moreover, when considering the higher-order uncertainties of the renewables and loads, the random fluctuation ranges of the state variables of Method I can be reduced by 2.71%, 2.42%, and 25.12% compared with those of Methods II, III, and IV, respectively. Therefore, Method I can effectively obtain the optimal operation point which can ensure the secure operation of the CCHP-CMG considering higher-order uncertainty of renewables and loads.

<table>
<thead>
<tr>
<th>Method</th>
<th>Objective function value ($/hour)</th>
<th>Number of state variables exceeding secure limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>26567.61</td>
<td>0</td>
</tr>
<tr>
<td>II</td>
<td>26558.20</td>
<td>8</td>
</tr>
<tr>
<td>III</td>
<td>26560.34</td>
<td>4</td>
</tr>
<tr>
<td>IV</td>
<td>26823.84</td>
<td>2</td>
</tr>
</tbody>
</table>

### D. Impact of Degree of Higher-order Uncertainty

In the cases with different higher-order uncertainty degrees, the computational results of different methods are compared to further verify the effectiveness of the proposed method. The higher-order uncertainty degree is measured by using the interval width ratio $k_\theta$ = rad(θ)/rad(μ), where θ is the distribution parameter (μ, σ, p, p, p) of a random variable, and rad() represents the radius of the interval. The OEF has been calculated by setting $k_\theta$ = 0.5%, 1%, 1.5%, 2%, and 2.5%, and the other calculation process is the same as Section V-III. Taking $U_r^c$ and $U_r^{cb}$ and the upper bounds of the $p$-boxes of mass flows of the heating pipeline (48) and cooling pipeline (47) (i.e., $m_{rad}$ and $m_{rad}$) as examples, their calculation results of the optimal operation points obtained by Methods I, II, and III are shown in Table IX, and the corresponding radius values of the variance intervals are shown in Table X. It can be observed that the $p$-box bounds of the state variables obtained from Methods II and III exceed the secure limit in the cases with different higher-order uncertainty degrees. The bigger the higher-order uncertainty degree, the bigger the degree of exceeding the secure limit. However, the results obtained by Method I with different higher-order uncertainty degrees all satisfy the secure limit. In addition, the radius values of variance intervals of the state variable $p$-boxes corresponding to the optimal operation point obtained by Method I in all the cases are smaller than those corresponding to the optimal operation points obtained by Methods II and III. Therefore, the obtained optimal operation point of Method I in the cases with different higher-order uncertainty degrees can all satisfy the secure operation requirement.

### E. Application of Proposed Method to Data of Multiple Time Periods

To further demonstrate the effectiveness of applying the proposed method to the cases of continuous fluctuations of renewables and loads, the data of continuous 2 hours in a day (8 time periods when one time period is 15 min) has been used to solve the proposed OEF model (59) of each time period. Assume that for the 8 time periods, the central values of $μ_1$ are set to be (1.0, 1.01, 1.02, 0.95, 1.04, 0.97, 1.06, 0.90) and the values of $w_{rad}$ are set to be (1.0, 1.01, 1.02, 0.95, 1.04, 0.97, 1.06, 0.90), and the base value 1.0 of the first time period corresponds to the case with $μ_1$ and $w_{rad}$ values in Section V-I to Section V-F. Other parameters are set the same as the former subsections. The ob-
tained optimal operation points are compared with those obtained by Method II. Comparison of the p-box bounds of the voltage magnitude of bus 47 is shown in Fig. 10, and those of the supply temperature of heating load node 33 is shown in Fig. 11. It can be observed that although the given fluctuations of renewables and loads vary with time, the obtained optimal operation points of Method I can still satisfy the secure operation requirement of the CCHP-CMG. However, for the optimal operation points obtained from Method II, when the higher-order uncertainty is considered, the voltage magnitudes of several electric load buses and the supply temperatures of several heating load nodes may exceed the secure operation limits. These results can further demonstrate the effectiveness of Method II considering the higher-order uncertainty of renewables and loads.

![Lower bound of voltage magnitude of bus 33 from Method I](image)

![Upper bound of voltage magnitude of bus 33 from Method II](image)

![Lower bound of bus 47 from Method I](image)

![Upper bound of bus 47 from Method II](image)

Fig. 10. p-box bounds of voltage magnitude of bus 47 in 2 hours of a day.

![Lower bound of supply temperature at heating load nodes from Method I](image)

![Upper bound of supply temperature at heating load nodes from Method II](image)

![Lower bound of bus 33 from Method I](image)

![Upper bound of bus 33 from Method II](image)

Fig. 11. p-box bounds of supply temperature of heating load node 33 in 2 hours of a day.

**VI. CONCLUSION**

In this paper, an OEF model of a CCHP-CMG considering the higher order uncertainty of renewables and loads is proposed. The CCs are used to describe the secure limits of the state variable p-boxes, and the VCs are introduced to reduce the random fluctuation ranges of the state variable p-boxes. In the solution of this model, the CCs and VCs of p-boxes are transformed into constraints of CIs of state variables based on the p-efficient point theory and interval Cornish-Fisher expansion. Then, with the relationship between the ICs of state variables and node power, and using the affine interval arithmetic method, the original OEF model is finally transformed into a deterministic nonlinear programming model, which can be solved by the CONOPT solver. Case study on a CCHP-CMG demonstrates that although the operation cost is only 0.0354% higher than that of the deterministic OEF, the obtained optimal operation point of the proposed OEF method can ensure the secure operation of the CCHP-CMG when considering the higher-order uncertainty of renewables and loads. The random fluctuation ranges of the state variables of the proposed OEF method can be reduced by 2.71%, 2.42%, and 25.12% compared with those of deterministic OEF, traditional CCP-based OEF, and IGDT-based OEF methods, respectively.

In the actual operation of a CCHP-CMG, there are correlation between different random variables of node power, and it will affect the OEF calculation results. Therefore, how to establish and solve the OEF calculation model considering the higher-order uncertainty and the correlation of multiple
random variables such as the correlation between different power outputs of renewable energy stations, is a possible direction of future work.
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